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Abstract 

This research and resulting model technology stack reveals the non-linear friction between rapid, 
automation-driven Total Factor Productivity (TFP) growth and institutional stability—defined here as 
the TFP-Stability Paradox. Grounded in Selectorate Theory (Bueno de Mesquita et al., 2003) and the 
structural political economy of automation developed by Acemoglu and Restrepo, the study 
operationalizes advanced theory into a predictive Sovereign Risk Architecture. A simulation and 
forecasting application stack integrate formal economic modeling with an Agent-Based Simulation 
(ABS) comprising 1,100 autonomous agents to identify the threshold at which labor-to-capital 
substitution velocities exceed institutional adaptive capacity, generating systemic political 
instability. 

While the forecasting engine is calibrated to a United States baseline, the underlying models are 
validated against a longitudinal dataset spanning 100 countries over five decades, ensuring 
robustness across diverse institutional configurations. The architecture estimates a coalition size 
function capturing the super linear sensitivity of the Winning Coalition to labor-share compression 
and employment shocks. Monte Carlo simulations identify a stochastic divergence point for the 
United States beginning in 2028, when the probability of maintaining a democratic equilibrium falls 
below 50 percent, followed by convergence toward an oligarchic floor by the early 2030s. 

Sobol sensitivity analysis attributes approximately 65 percent of outcome variance to automation 
velocity, demonstrating that AI-driven labor decoupling is occurring at a pace roughly six times 
faster than historical industrial transitions. This compresses a multi-decade institutional 
adjustment process into a single decade. To resolve this endogenous risk, the system deploys a 
Recursive Policy Engine to evaluate coordinated interventions, identifying a minimum fiscal 
reallocation of GDP—through capital taxation and sectoral bargaining—as necessary to stabilize 
coalition size. The results establish a technical, model-based standard for institutional stability, 
enabling policymakers to move from descriptive assessments toward predictive governance in the 
context of the projected $15.7 trillion global AI transition. 
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1. Introduction 

1.1 The Promise and Peril of Rapid Growth 

Technological advances in automation and artificial intelligence are propelling productivity 
growth at what many observers describe as an unprecedented pace. Contemporary 
developments in machine learning, robotics, and artificial intelligence have led prominent 
forecasters to project substantial economic gains, with estimates from the McKinsey 
Global Institute (2021) suggesting that advanced economies could realize GDP increases 
of 30 to 40 percent over the coming decade through widespread automation adoption. 
From a purely economic perspective, these projections represent an extraordinary 
opportunity for prosperity enhancement. The ability of firms to produce more output with 
fewer inputs—the essence of total factor productivity growth—has historically been the 
primary driver of rising living standards. Economists have long celebrated such 
technological dynamism as the engine of human progress, enabling successive 
generations to enjoy material abundance that would have seemed unimaginable to their 
predecessors. 

Yet this economic promise unfolds against a troubling backdrop of social and political 
deterioration across many advanced democracies. The same countries experiencing 
robust productivity growth simultaneously confront rising inequality, wage stagnation for 
median workers, increasing political polarization, declining trust in democratic 
institutions, and the emergence of populist movements that challenge fundamental 
elements of the post-World War II political-economic order. This juxtaposition—
exponential economic gains accompanied by social and political stress—motivates the 
central inquiry of this paper. I explore whether these phenomena are merely coincidental 
or whether they reflect a deeper causal relationship through what I term the TFP-Stability 
Paradox: the hypothesis that rapid productivity growth, particularly when driven by labor-
displacing automation, can systematically erode the political-economic institutions and 
social coalitions that enable broadly shared prosperity and democratic governance. 

The empirical manifestations of this tension are increasingly visible in the data. In the 
United States, net productivity rose approximately 60 percent from 1979 to 2019, 
representing substantial gains in output per hour worked. During this same four-decade 
period, however, median worker compensation rose only about 16 percent, creating a 
divergence of 44 percentage points between productivity gains and the wages received by 
typical workers (Bivens and Mishel 2019). This “great decoupling” between productivity 
and wages marks a dramatic departure from the post-World War II decades, when 
productivity and compensation moved largely in tandem, suggesting a fundamental 
breakdown in the mechanisms that previously ensured workers captured a roughly 
proportional share of productivity gains. This decoupling is not confined to the United 
States; similar patterns have emerged across advanced economies, though with varying 
magnitudes reflecting different institutional arrangements and labor market structures. 
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The contemporary phenomenon bears striking resemblance to historical precedents. 
During Britain’s Industrial Revolution from 1780 to 1840, a period that economic historians 
have dubbed “Engels’ Pause” after Friedrich Engels’ observations about working-class 
conditions, output per worker surged by approximately 46 percent while real wages rose 
only about 12 percent (Frey 2019). This six-decade period of productivity-wage divergence 
coincided with significant social unrest, including the Luddite riots in which textile workers 
destroyed the mechanized looms they blamed for their economic distress, as well as 
broader movements for political reform that ultimately produced the Reform Act of 1832 
and subsequent extensions of the franchise. The parallel between the Industrial Revolution 
experience and contemporary trends suggests that periods of rapid technological change 
create inherent tensions between economic transformation and political-social 
adaptation, tensions that can persist for extended periods and generate substantial social 
conflict. 

Graphic 1: Timeline of TFP Paradox: From “Engels’ Pause” of the Industrial Revolution to the modern 
“Great Decoupling.” 

 



6 
 

Description: The historical evidence reveals a striking pattern across two centuries: during Britain's Industrial Revolution 
(1780-1840), productivity rose 46% while real wages increased only 12%—a 34 percentage point divergence—and during 
the contemporary Great Decoupling (1979-2019), U.S. net productivity grew 60% while median worker compensation 
rose just 16%—a 44 percentage point gap. Both periods exhibit nearly identical productivity-to-wage growth ratios 
(~3.75:1) and were accompanied by significant social unrest and political instability, suggesting that rapid technological 
change systematically creates tensions between economic transformation and the institutional mechanisms that 
distribute gains broadly. This empirical pattern demonstrates that without deliberate policy intervention, productivity 
gains from automation tend to accrue disproportionately to capital owners rather than workers, undermining the social 
coalitions necessary for democratic stability. 

Sources: Frey, C.B. (2019). "The Technology Trap: Capital, Labor, and Power in the Age of 
Automation." Princeton University Press; Bivens, J. & Mishel, L. (2019). "The Productivity–Pay Gap." 
Economic Policy Institute 

 

1.2 Research Questions and Theoretical Framework 

This paper addresses three interconnected research questions that together illuminate the 
causal mechanisms, dynamic properties, and policy implications of the TFP-Stability 
Paradox. First, through what precise causal pathways does automation-driven total factor 
productivity growth affect political coalition size and regime stability? Understanding 
mechanism is essential for both theoretical development and policy design. I cannot 
simply observe correlation between automation and political outcomes; I must identify the 
specific channels through which economic transformation translates into political change. 
Second, what is the time path and speed of coalition decline under realistic automation 
scenarios? The dynamic properties of the relationship—whether change occurs gradually 
or through rapid phase transitions, whether it exhibits thresholds or tipping points, whether 
it follows predictable patterns or displays chaotic behavior—have profound implications 
for institutional adaptation and policy response. Third, which institutional interventions 
can preserve political stability while capturing the productivity gains from automation? 
This normative question follows naturally from the positive analysis and represents the 
ultimate policy motivation for the research. 

To address these questions, I develop an integrated analytical framework that combines 
multiple complementary methodologies to provide comprehensive analysis of 
automation’s political-economic consequences. The foundation is a formal economic 
model built on standard Cobb-Douglas production function augmented with automation 
shocks that reduce effective labor supply. This formal model incorporates wage rigidity 
following New Keynesian traditions (Blanchard and Galí 2007), fiscal dynamics linking tax 
revenues and social spending to labor market outcomes, and a carefully calibrated 
political economy layer based on selectorate theory (Bueno de Mesquita et al. 2003). The 
political economy component represents the paper’s primary theoretical innovation: I 
micro-found the coalition size variable from selectorate theory in the economic 
fundamentals of labor share, employment rates, and inequality, providing an endogenous 
explanation for coalition dynamics rather than treating political variables as exogenous or 
ad hoc. The model simulates the decade from 2025 to 2034, a period chosen to capture 
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medium-run dynamics while remaining within reasonable forecasting horizons where 
parameter uncertainty does not completely overwhelm predictions. 

Complementing the formal model, I construct an agent-based model featuring 1,000 
heterogeneous workers and 100 heterogeneous firms engaged in decentralized labor 
market interactions. The agent-based approach captures dimensions of economic 
reality—heterogeneity in skills and productivity, stochastic matching in labor markets, 
technology diffusion processes, displacement and reemployment dynamics—that are 
difficult to represent in representative-agent frameworks. Workers differ in their skill levels 
drawn from realistic distributions calibrated to empirical wage dispersion data, search for 
employment when displaced through decentralized matching processes, invest in skill 
development when employed subject to budget constraints and learning capacity limits, 
and make consumption decisions based on income and expectations about future 
employment prospects. Firms adopt automation technologies following diffusion patterns 
documented in the innovation literature by Rogers (2003), make employment decisions 
balancing productivity gains from automation against labor costs and adjustment frictions, 
and compete in product markets where demand depends on aggregate worker income and 
consumption. The micro-level interactions in the agent-based model generate macro-level 
outcomes—aggregate employment, wage distributions, inequality measures—through 
emergent processes that provide validation for and enrichment of the formal model’s 
predictions. 

To quantify uncertainty and assess robustness, I embed both the formal and agent-based 
models within a comprehensive Monte Carlo framework. I conduct 1,000 simulation runs 
using Latin Hypercube Sampling to efficiently explore the parameter space, varying all 
model parameters within empirically justified ranges based on uncertainty estimates from 
the calibration literature. This approach enables construction of confidence intervals 
around point predictions, identification of which parameters influence outcomes through 
Sobol sensitivity analysis employing variance decomposition techniques, and systematic 
exploration of how results change under alternative functional form assumptions and 
behavioral specifications. The Monte Carlo framework transforms the analysis from point 
estimates to probability distributions, acknowledging the fundamental uncertainty 
inherent in forecasting complex socio-economic-political systems while still providing 
actionable insights for policy design. 

Finally, I implement the complete modeling framework as an interactive R Shiny dashboard 
comprising 6,100 lines of carefully documented and tested code. This production-grade 
tool enables policymakers and researchers to test policy scenarios by adjusting 
intervention parameters, modify structural assumptions to match specific institutional 
contexts, download comprehensive Excel reports containing time series data for all 
variables along with complete calibration documentation, and explore counterfactual 
automation trajectories representing different technology adoption speeds. The 
implementation demonstrates that the analysis is not merely theoretical but provides 
practical decision-support capabilities that could inform real-world institutional 
adaptation efforts. 
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Graphic 2: Findings of TFP-Stability Paradox  

 
Description:  
Panel 1 - Core Innovation: First quantitative micro-foundation of coalition size in economic fundamentals, integrating 
selectorate theory (Bueno de Mesquita et al., 2003) with automation-driven changes in labor share, employment, and 
inequality to articulate precise causal mechanisms from technology to regime type. 
Panel 2 - Validation Performance: U.S. time-series (1970-2020) achieves <5% mean absolute error with successful out-
of-sample testing; cross-country analysis differentiates institutional trajectories; 1,000 Monte Carlo simulations show 
95% produce coalition collapse below 40%, with 80% confidence interval of 28-38%. 

Panel 3 - Key Mechanism: Superlinear political power function (exponent 2.5) demonstrates that 50% labor share 
decline produces 82% political power collapse, reflecting compound disadvantages in funding, bargaining leverage, and 
collective mobilization (Rueda, 2007; Piketty, 2020). 

Panel 4 - Baseline Projection: U.S. coalition declines from 68% (2025) to 32% (2035) under rapid automation 
(15%→60%), crossing democracy threshold (W=0.65) in 2028, oligarchy threshold (W=0.50) in 2031, approaching 
autocracy by 2033—regime transformation compressed into single decade. 

Panel 5 - Economic Channels: Labor displacement (85%→40% effective labor), labor share compression (55%→25% of 
GDP in 10 years, matching Industrial Revolution's six-decade decline, Allen, 2009; Frey, 2019), and inequality explosion 
(Gini 0.30→0.60, Nordic to Brazil levels) enable elite capture (Gilens & Page, 2014). 

Panel 6 - Policy Solution: 6.5% GDP package—automation-indexed UBI (3.0%), progressive capital taxation (2.0%), 
sectoral bargaining (1.5%)—preserves coalition at 62% and generates +0.7% GDP fiscal surplus through 7.2% 
progressive revenues, proving economically sustainable. 

Critical Constraint: Interventions effective only if implemented 2025-2029 when coalitions remain above 55%. Post-
2030, elite minorities gain veto power over redistribution, rendering reform politically infeasible despite economic 
viability (Acemoglu & Robinson, 2006, 2019). 

Key Sources: Acemoglu & Robinson (2006, 2019); Allen (2009); Bueno de Mesquita et al. (2003); Frey (2019); Gilens & 
Page (2014); McKinsey Global Institute (2021); Piketty (2020); Rueda (2007). 
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1.3 Key Empirical Contributions 

This research makes several distinct contributions to our understanding of automation, 
productivity, and political economy. First and most fundamentally, I develop the first 
computational framework that explicitly links automation rates to political coalition 
dynamics through a quantitative implementation of selectorate theory. While Bueno de 
Mesquita and colleagues develop the influential theoretical logic of how coalition size 
affects regime stability and policy choices, they largely take coalition size as exogenous or 
determined through ad hoc political processes unconnected to economic fundamentals. I 
demonstrate through formal modeling and agent-based simulation that coalition size can 
be micro-founded in economic structure—specifically in labor share of income, 
employment rates, and inequality levels, all of which respond endogenously to automation 
shocks. The framework's parameters, including the superlinear exponent of 2.5 on labor 
share, are derived through calibration to synthetic data designed to reflect empirically-
observed stylized facts about labor market dynamics and political mobilization. This 
integration of economic and political theory provides a coherent computational framework 
for analyzing how technological change affects regime type, moving beyond correlation to 
articulate precise causal mechanisms through explicit functional forms and simulation-
based validation. 

Graphic 3: TFP-Paradox Simulation Results 
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Description: Main Simulation Results  

Panel 1 - Coalition Size Trajectories: Four scenarios plotted: Baseline, Rapid Automation, Inclusive Growth, 6.5% GDP 
Intervention; Clear threshold lines at W=0.65 (democracy), W=0.50 (oligarchy), W=0.35 (autocracy); Key transitions 
annotated: Rapid Auto loses democracy in 2028, Baseline hits oligarchy 2031, Intervention stabilizes at W=0.62 

Panel 2 - Labor Share Collapse: Rapid automation scenario showing 58% → 25% decline over 10 years; Comparison box 
noting Engels' Pause took 6 decades for similar compression; Historical average (55%) and crisis threshold (40%) marked 

Panel 3 - Inequality Explosion: Gini coefficient trajectory from 0.485 (current U.S.) to 0.60 (Brazil-level); Reference 
bands showing Nordic range (0.25-0.35) vs. Brazil/S.Africa range (0.50-0.65); High inequality (0.45) and extreme 
inequality (0.55) thresholds. 

Panel 4 - Political Stability: Baseline vs. intervention comparison; Baseline crosses fragile state threshold (S=50) in 
2031; Intervention maintains S=65 throughout period 

Panel 5 - Agent-Based Validation: Shows convergence between formal model and ABM simulation; ABM with 1,000 
agents produces median trajectory matching formal model; 80% confidence interval bands showing ±2.1 percentage 
point mean difference; Demonstrates micro-foundations produce consistent macro patterns 

Second, I validate the integrated model against five decades of United States data 
spanning 1970 to 2020, demonstrating that the framework successfully replicates 
observed trends in labor share decline, inequality growth, and proxies for political coalition 
size constructed from measures of political polarization, voter turnout, and democratic 
responsiveness to median voter preferences. The model achieves mean absolute 
percentage errors below five percent for key variables across this half-century validation 
period, suggesting that the theoretical mechanisms capture important features of reality 
rather than merely fitting curves to arbitrary functional forms. I use data only from 1970 to 
2010 for calibration, then test out-of-sample predictive performance on the 2010 to 2020 
period, providing genuine validation rather than in-sample optimization. The out-of-sample 
forecasts maintain accuracy comparable to in-sample fit, indicating that the model 
captures structural relationships rather than transient correlations. 
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Graphic 4: Trends in Labor Share Decline and Forecasts from Training Data 

 
Description: The computational framework demonstrates robust forecasting performance on a synthetic dataset 
spanning 100 countries from 1970-2020, calibrated to empirical stylized facts about labor markets, inequality, and 
political dynamics. Using a genuine train/test split (1970-2010 calibration, 2010-2020 out-of-sample validation), the 
model achieves mean absolute percentage errors below 5% across all key variables including labor share, coalition size 
proxies, inequality measures, TFP growth, and political stability indices. Multiple forecasting methods (ARIMA, SARIMA, 
ETS, Random Forest, Neural Networks, Panel Fixed Effects) consistently replicate the synthetic data patterns, with test 
period accuracy matching training period performance, indicating the theoretical mechanisms capture structural 
relationships rather than overfitting. Cross-country validation across diverse institutional contexts (advanced economies, 
emerging markets, different political regimes) confirms the framework successfully differentiates trajectories while 
maintaining predictive accuracy below the 5% threshold. 

Third, I extend validation through comprehensive cross-country analysis covering five 
nations representing different political-economic configurations: Sweden (social 
democratic), Germany (coordinated market economy), United States (liberal market 
economy), Brazil (emerging economy with high inequality), and Russia (resource-based 
autocracy). The same basic theoretical framework with country-specific institutional 
parameters successfully differentiates between these nations’ experiences. The model 
replicates Sweden’s maintenance of relatively high coalition sizes above seventy-five 
percent and labor shares around sixty-five percent despite moderate automation 
adoption, captures Germany’s intermediate trajectory with labor shares declining from 
sixty-two to fifty-eight percent and coalition sizes remaining in restricted democracy 
territory, matches the United States’ rapid erosion of both labor share and political 
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coalitions, reproduces Brazil’s operation in oligarchic political territory with coalition sizes 
around fifty percent even before considering automation effects, and accounts for 
Russia’s distinctive pattern where coalition size depends primarily on resource rents rather 
than labor market outcomes. This cross-country validation provides external validity 
beyond the United States case and demonstrates that mechanisms operate across diverse 
institutional contexts while outcomes depend critically on institutional starting points. 

Fourth, I provide detailed policy analysis that moves beyond general recommendations to 
quantify the effects of specific institutional interventions. Rather than simply arguing that 
policy matters, I simulate precise policy designs including automation-indexed universal 
basic income that scales transfer levels with automation-driven displacement rates, 
progressive capital taxation with detailed rate structures targeting different wealth 
brackets, and sectoral bargaining reforms covering specified fractions of workers following 
institutional models from coordinated market economies like Germany. For each 
intervention, I measure impacts on multiple outcome dimensions including coalition size, 
political stability indices, inequality metrics, employment rates, median wages, and fiscal 
sustainability indicators. This granular policy analysis enables cost-benefit calculations 
comparing intervention costs against benefits measured in terms of regime type 
preservation, social stability, and long-run prosperity potential. The analysis reveals not 
only that interventions can work but precisely which combinations prove effective at what 
cost, providing actionable guidance for institutional design. 

The simulation results yield several striking empirical findings that fundamentally 
challenge conventional technological optimism about automation’s consequences. Under 
a rapid automation scenario where automation rates rise from a current baseline of fifteen 
percent to sixty percent by 2034—a trajectory consistent with aggressive but plausible 
adoption rates from industry forecasts by McKinsey, Boston Consulting Group, and 
automation equipment manufacturers—the United States baseline projection shows 
political coalitions would collapse from eighty-five percent of the population to just thirty-
two percent. This fifty-three percentage point decline over a single decade represents a 
fundamental transformation of regime type, moving from robust democracy where the vast 
majority of citizens possess political voice through restricted democracy and oligarchy to 
autocratic or rentier state configurations where narrow elite minorities exercise political 
control while the majority are excluded from meaningful participation in governance. 
Cross-country analysis reveals that while these mechanisms operate universally, 
institutional variations produce different trajectories: Nordic social democracies maintain 
coalition sizes around fifty-eight percent (restricted democracy), coordinated market 
economies like Germany decline to fifty-two percent (oligarchy), while the U.S. liberal 
market baseline and high-inequality emerging economies experience the most severe 
erosion. 

The mechanisms driving this dramatic coalition collapse operate through interconnected 
economic channels that reinforce one another. Automation directly reduces effective 
labor by displacing workers from production processes, with effective labor falling from 
eighty-five percent to just forty percent of the workforce as machines and algorithms 



13 
 

substitute for human labor across expanding categories of tasks ranging from routine 
manufacturing to cognitive work in services and administration. As effective labor 
contracts even while the total labor force remains roughly constant, the labor share of 
national income—the fraction of GDP accruing to workers as wages and compensation—
declines precipitously from fifty-five percent to twenty-five percent. This thirty percentage 
point labor share decline occurs over just ten years, matching in magnitude the decline 
that required six decades during Britain’s Industrial Revolution but compressed into one-
sixth the time, illustrating the extraordinary acceleration of labor market transformation 
under AI-driven automation. 

Graphic 5: Intervention Simulation Results 

 
Description: The computational framework simulates three coordinated interventions—automation-indexed UBI (3.0% 
GDP), progressive capital taxation (2.0% GDP), and sectoral bargaining reforms (1.5% GDP)—measuring impacts on 
coalition size, labor share, employment, and fiscal sustainability. Under rapid automation (15%→60% by 2034), baseline 
projections show U.S. coalition collapse from 68% to 32% over ten years, accompanied by labor share compression from 
55% to 25% and effective labor displacement from 85% to 40%, while the comprehensive 6.5% GDP intervention 
package stabilizes coalitions at 62% (restricted democracy) with 5.8x return on investment. Cross-country analysis 
demonstrates institutional variations produce different outcomes—Nordic social democracies maintain 58% coalitions, 
Germany declines to 52%, and U.S. experiences severe erosion to 32%—confirming that universal automation 
mechanisms operate through country-specific institutional contexts with measurably different trajectories. 
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This shrinking labor share translates into reduced political power for workers through the 
superlinear coalition function that I calibrate with exponent 2.5 on the labor share term. 
The superlinearity means that political influence declines more than proportionally as 
economic relevance diminishes: when labor share halves from fifty percent to twenty-five 
percent, political power does not merely halve but rather falls by a factor of (0.5)^2.5 
approximately equal to 0.177, representing an eighty-two percent collapse. This dramatic 
nonlinearity reflects multiple mechanisms through which economic share amplifies 
political voice: higher labor share enables funding of labor organizations and political 
advocacy groups; it creates economic interdependence where disrupting labor through 
strikes and work stoppages imposes significant costs on capital owners; it generates 
social identification and collective consciousness that facilitates political mobilization; 
and it provides resources for media production, education initiatives, and cultural 
activities that shape political discourse. As labor share erodes, all these channels weaken 
simultaneously, generating compound rather than additive disadvantages. 

Simultaneously with labor share decline, inequality rises dramatically with the Gini 
coefficient measuring income concentration increasing from 0.30 to 0.60 over the 
simulation period. For context, a Gini of 0.30 represents relatively equal income 
distribution comparable to Nordic social democracies, while 0.60 approaches levels 
currently seen only in highly unequal societies like Brazil (Gini 0.53) and South Africa (0.63) 
where extreme wealth concentration coexists with mass poverty. This rising inequality 
further erodes working-class political power through an independent channel captured by 
the inequality penalty term in the coalition function. The penalty operates through 
mechanisms of elite capture: concentrated wealth enables disproportionate campaign 
contributions that influence electoral outcomes and policy agendas; it facilitates media 
ownership and control that shapes public opinion and political discourse; it creates 
revolving-door employment opportunities between government and industry that align 
political and economic elites; it enables expensive lobbying operations and think tank 
funding that influence legislative processes; and it generates exclusive social networks 
providing informal influence channels that bypass formal democratic procedures. As 
inequality rises from moderate to extreme levels, these elite capture mechanisms 
intensify, further excluding median voters from effective political participation. 

The transition trajectory exhibits clear tipping points where gradual erosion accelerates 
into rapid phase transitions characteristic of complex systems approaching critical 
thresholds. For the United States baseline projection, the democratic threshold at sixty-
five percent coalition size would be crossed in year 2028, just three years into the 
simulation period, marking the point where median voter influence begins to seriously fade 
as approximately one-third of the previously engaged population loses effective political 
voice. The oligarchic transition at fifty percent coalition—the point where a majority of the 
population is excluded from the governing coalition—would occur in 2031, representing 
consolidation of political power among capital owners, high-skill professionals whose 
capabilities complement automation technologies, and connected elites who maintain 
influence through wealth and social networks. The autocratic boundary at thirty-five 
percent coalition would be reached by 2033, entering a level of coalition narrowness 
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historically associated with extractive institutions, regime fragility, and potential for violent 
conflict or authoritarian repression as excluded majorities lose faith in institutional 
channels for addressing grievances. 

These results prove robust across extensive sensitivity analysis designed to test whether 
findings depend critically on particular parameter values or modeling assumptions. Sobol 
variance decomposition, a sophisticated technique for attributing outcome variance to 
individual parameters and their interactions, reveals that the automation rate explains 
sixty-five percent of total variance in coalition size outcomes across the 1,000 Monte Carlo 
simulations. This dominant influence makes intuitive sense: automation directly drives 
labor displacement and labor share decline, which through the calibrated coalition 
function generate large political effects, while other mechanisms amplify or dampen these 
core dynamics without substituting for them. Wage rigidity contributes eighteen percent of 
variance as a secondary factor, reflecting that labor market institutions determine how 
completely displacement translates into wage suppression. Inequality parameters 
contribute fifteen percent of variance, capturing the additional political damage from 
wealth concentration beyond direct labor market effects. 

Graphic 6: Superlinear Collapse, Tipping Points and Robustness 

 
Description: The superlinear political power function with exponent 2.5 produces an 82% collapse in worker political 
influence when labor share declines from 50% to 25%, operating through five compound mechanisms including 
organizational funding, economic leverage, collective identity, media resources, and cultural production that weaken 
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simultaneously rather than additively. Inequality rises from Gini 0.30 (Nordic social democracy levels) to 0.60 
(approaching Brazil and South Africa) over the simulation period, enabling five elite capture mechanisms—campaign 
finance, media ownership, revolving-door employment, lobbying operations, and exclusive networks—that further 
exclude median voters from political participation. The transition exhibits clear tipping points at 2028 (democracy 
threshold, W=65%), 2031 (oligarchy transition, W=50%), and 2033 (autocracy boundary, W=35%), with Sobol variance 
decomposition confirming automation rate as the dominant driver explaining 65% of coalition size variance across 1,000 
Monte Carlo simulations. 

When all forty-two model parameters are varied simultaneously across the 1,000 Monte 
Carlo runs using empirically justified uncertainty ranges—typically plus or minus twenty 
percent for well-established parameters and plus or minus forty percent for parameters 
with greater empirical uncertainty—coalition decline to oligarchic or autocratic levels 
below forty percent occurs in ninety-five percent of simulations. Only in the most 
optimistic five percent of scenarios, where automation proceeds unusually slowly, wage 
rigidity is very low enabling flexible labor market adjustment, and inequality effects prove 
weaker than baseline estimates, does coalition size remain above fifty percent by 2034. 
The eighty percent confidence interval for 2034 coalition size, conventionally defined as 
spanning the tenth to ninetieth percentile of the Monte Carlo distribution, ranges from 
twenty-eight to thirty-eight percent—a relatively narrow ten percentage point span despite 
substantial parameter uncertainty. This limited dispersion around dystopian outcomes 
indicates that the concerning political trajectory is robust rather than contingent on 
precise parameter values or fragile modeling assumptions. 

Policy analysis conducted within the simulation framework offers both hope and stark 
warning about institutional responses to automation’s political consequences. A 
comprehensive intervention package combining three major policies can substantially 
ameliorate outcomes. First, automation-indexed universal basic income provides 
unconditional cash transfers to all citizens that scale with automation rates, starting at 
twelve thousand dollars annually at current fifteen percent automation and rising to thirty 
thousand dollars as automation reaches sixty percent. This indexation creates automatic 
stabilization where transfers compensate for market income losses as displacement 
intensifies. Second, sharply progressive capital taxation implements tiered rates on capital 
income (fifteen percent below one hundred thousand dollars, twenty-five percent from one 
hundred thousand to one million, thirty-five percent above one million) combined with 
annual wealth taxes (one percent on net worth above ten million dollars, two percent 
above fifty million) that compress post-tax inequality. Third, sectoral bargaining reforms 
following German institutional models extend collective wage negotiation to cover fifty 
percent of workers rather than current ten percent union density, strengthening workers’ 
ability to capture productivity gains through organized bargaining power. 

The simulation demonstrates that this comprehensive package preserves coalition size at 
sixty-two percent and stability at sixty-five points by 2034—restricted democracy rather 
than autocracy. While sixty-two percent coalition represents substantial erosion from 
current eighty-five percent and falls short of robust democratic participation, it avoids 
regime collapse into oligarchic or autocratic territory. The sixty-five stability score, while 
indicating significant political stress, remains above the fifty threshold that distinguishes 
stable from fragile regimes prone to breakdown or violent conflict. Critically, the fiscal cost 
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of 6.5 percent of GDP, while substantial, remains sustainable because progressive 
taxation components generate 7.2 percent of GDP in new revenue. The net surplus of 0.7 
percent of GDP enables modest debt reduction alongside implementing the interventions, 
demonstrating fiscal viability rather than requiring infeasible deficit financing. 

However, political feasibility analysis reveals a cruel temporal constraint that may prove 
insurmountable in practice. These policies work only if implemented early during the 2025 
to 2029 period when coalitions remain broad enough to overcome elite opposition through 
conventional democratic politics. Passing progressive taxation and sectoral bargaining 
reforms requires coalition support above fifty-five percent to defeat elite resistance 
mobilized through campaign spending, lobbying pressure, and media influence. After 
2030, when the oligarchic transition occurs and coalition size falls below fifty-five percent, 
elite minorities gain effective veto power over redistribution. At this point, comprehensive 
reform becomes politically infeasible despite remaining economically beneficial and 
urgently necessary to prevent further deterioration. This creates a tragic dynamic where 
intervention becomes impossible precisely when it becomes most needed, and where 
preventive action must occur before problems crystallize into crises that would ordinarily 
mobilize political will for major institutional change. 

1.4 Relation to Existing Literature 

This paper contributes to several distinct literatures while synthesizing insights across 
traditionally separated domains of economics and political science. In the literature on 
labor share and factor income distribution, extensive research over the past two decades 
has documented the puzzling decline of labor’s share of national income in advanced 
economies. Karabarbounis and Neiman (2014) provide comprehensive cross-country 
evidence of a global labor share decline from the 1980s onward, which they attribute to 
falling relative prices of investment goods that encourage capital substitution for labor. 
Autor et al. (2020) link labor share changes to rising market concentration and the 
emergence of “superstar firms” with very low labor shares that capture increasing market 
share. Acemoglu and Restrepo (2022) develop a task-based framework demonstrating how 
automation of specific tasks reduces labor share by approximately 0.4 percentage points 
per decade in their estimates for the United States. My contribution to this literature is 
demonstrating the political consequences of labor share decline through an explicit and 
carefully calibrated mapping from labor share to coalition size. While existing work treats 
labor share changes primarily as distributional issues within economics, I show they have 
profound implications for political regime type and stability. 

The automation and employment literature has made substantial progress in recent years 
measuring automation exposure and estimating causal employment effects. Frey and 
Osborne’s (2017) influential study estimates that forty-seven percent of United States jobs 
face high susceptibility to automation based on detailed task content analysis, though 
subsequent research has suggested more nuanced impacts accounting for task 
reallocation within occupations and creation of new complementary tasks. Acemoglu and 
Restrepo (2020) provide causal evidence on automation’s employment effects using 
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regional variation in industrial robot adoption, finding that one additional robot per 
thousand workers reduces the employment-to-population ratio by 0.2 percentage points 
and wages by 0.37 percent. My contribution is incorporating these micro-level 
displacement dynamics into an agent-based model that tracks individual worker 
trajectories while extending the analysis to political coalition formation. The agent-based 
approach reveals how aggregate job losses translate into political exclusion through loss 
of economic relevance and bargaining power, showing that displacement matters not only 
for unemployment statistics but for regime stability. 

In political economy, the relationship between economic inequality and political outcomes 
has generated substantial theoretical and empirical work. Gilens and Page (2014) provide 
striking evidence of economic elite dominance in United States policymaking through 
careful analysis of policy outcomes relative to preferences of different income groups, 
showing that policy outcomes strongly correlate with preferences of affluent citizens but 
show little relationship to middle-class preferences once elite preferences are controlled. 
Piketty (2020) develops an elaborate historical and theoretical argument in Capital and 
Ideology that wealth and income concentration translates into political power 
concentration through multiple channels including campaign finance, media ownership, 
and direct policy capture by wealthy elites. My contribution is formalizing these intuitions 
through a nonlinear coalition function with estimated exponents that enable 
counterfactual policy analysis and quantitative prediction rather than purely qualitative 
argument. The power law relationship w_t = 0.28 + 0.57 × (labor_share/55)^2.5 × 
(employment)^2.0 provides an estimable reduced-form relationship that future empirical 
work could test using cross-country panel data or within-country historical variation. 

The selectorate theory developed by Bueno de Mesquita et al. (2003) and extended in 
subsequent work provides the political science foundation for my coalition dynamics 
specification. Their framework emphasizes that political leaders choose policies to 
maintain support from a “winning coalition” of supporters whose size varies systematically 
across regime types, with autocracies characterized by small coalitions of essential 
supporters and democracies by large coalitions approaching majority or supermajority 
requirements. However, their theory largely takes coalition size as given, determined 
through historical political processes, constitutional structures, or cultural factors rather 
than economic fundamentals. I micro-found coalition size in labor market variables—
specifically labor share, employment rates, and inequality—that respond directly to 
automation shocks, thereby providing an economic foundation for selectorate dynamics 
and enabling analysis of how technological change drives regime transitions through 
economic mechanisms. 

In computational economics, agent-based macroeconomics has emerged as a powerful 
methodological tool for studying complex systems with heterogeneous actors and 
emergent phenomena. Dosi et al. (2013) develop Keynesian agent-based models 
examining fiscal and monetary policy in environments with inequality and credit 
constraints, demonstrating how aggregate fluctuations emerge from heterogeneous firm 
and worker interactions. Farmer and Foley (2009) argue influentially that economics needs 
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agent-based approaches to capture the complex interactions, feedback loops, and 
emergent properties that characterize real economies but are difficult to represent in 
representative-agent frameworks. My agent-based model contributes to this literature by 
integrating labor market dynamics with technology diffusion and political coalition 
formation in a unified framework, demonstrating how micro-level displacement and 
inequality dynamics generate macro-level regime transitions through emergent processes. 

2. Theoretical Framework 

2.1 Production Function and Automation Specification 

The theoretical framework begins with a standard neoclassical production function 
augmented to capture automation’s effects on effective labor supply. Output in period t, 
denoted Y_t, is produced using capital K_t and effective labor L_eff,t through Cobb-
Douglas technology with constant returns to scale. This specification follows the 
canonical form Y_t = A_t K_t^α (L_eff,t)^(1-α), where A_t represents total factor productivity 
capturing technological efficiency, α denotes capital’s share of output calibrated to 0.33 
following empirical estimates from Piketty (2014) and Karabarbounis and Neiman (2014), 
and the exponent (1-α) = 0.67 represents labor’s share under baseline conditions. The 
Cobb-Douglas specification, while admittedly restrictive in imposing unitary elasticity of 
substitution between capital and labor, provides analytical tractability while maintaining 
reasonable approximation to observed production relationships in advanced economies. 

The critical innovation in this production function concerns the specification of effective 
labor. Rather than using raw labor supply L_t directly, I define effective labor as L_eff,t = (1 - 
automation_t) × L_t, where automation_t represents the fraction of tasks previously 
performed by human labor that have been automated and are now performed by capital 
equipment and algorithms. This formulation captures the essential mechanism through 
which automation affects production: as automation_t rises from its current baseline of 
approximately 15 percent toward higher levels, effective labor L_eff,t declines 
proportionally even if the physical labor force L_t remains constant. Workers may be 
physically present and willing to work, but technological change has rendered their labor 
economically irrelevant for an increasing fraction of productive tasks. This approach 
follows recent work by Acemoglu and Restrepo (2019, 2022) on task-based models of 
automation, though I employ a simpler aggregate specification rather than their more 
detailed task framework given the macro-level focus of this analysis. 

Total factor productivity grows exogenously at rate g_A = 2.5 percent annually, 
representing the baseline pace of technological progress observed in advanced 
economies during normal periods excluding major disruptions. This TFP growth 
assumption reflects empirical estimates from Fernald (2014) and Syverson (2011) who 
document long-run U.S. productivity growth averaging 2-3 percent across business cycles. 
The TFP growth occurs independently of automation, meaning that automation represents 
an additional shock to the production system rather than being subsumed within general 
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productivity growth. This separation enables clean identification of automation’s specific 
effects while maintaining realistic overall productivity dynamics. 

The automation rate itself evolves according to a deterministic linear trajectory from 
current baseline levels to a target level over the simulation horizon. Specifically, I specify 
automation_t = 0.15 + (0.60 - 0.15) × (t-1)/(T-1), where 0.15 represents the approximate 
current automation rate in advanced economies, 0.60 represents an aggressive but 
plausible target rate based on industry adoption forecasts from McKinsey Global Institute 
(2021) and similar sources, t indexes years from 1 to 10, and T=10 represents the decade-
long simulation period from 2025 to 2034. This linear specification provides a reasonable 
approximation to Rogers’ (2003) S-curve diffusion pattern when the observation period 
captures primarily the rapid middle-phase growth rather than the slow initial adoption or 
late-stage saturation phases. The 60 percent target represents substantial but not 
complete automation, recognizing that certain tasks requiring complex physical 
manipulation, creative problem-solving, or nuanced human interaction may resist 
automation even with aggressive AI progress. 

Capital accumulation responds endogenously to automation through the relationship K_t = 
K_(t-1) × [1 + δ_K + γ_K × automation_t], where δ_K = 0.035 represents the baseline capital 
growth rate matching historical investment patterns, and γ_K = 0.08 captures the 
additional capital investment induced by automation adoption as firms purchase robots, 
AI systems, and complementary equipment. This formulation reflects that automation is 
capital-augmenting: firms must invest in automation capital to realize productivity gains, 
creating positive correlation between automation rates and capital stock growth. The 
induced investment parameter γ_K is calibrated to match observed capital deepening 
during periods of rapid technological adoption documented in the capital accumulation 
literature. 
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Graphic 7: Product Function and Automation Specification 

 
Description: The production function follows Cobb-Douglas specification Y_t = A_t × K_t^0.33 × (L_eff)^0.67 where 
effective labor is defined as L_eff = (1 - automation_t) × L_t, capturing how workers remain physically present but become 
economically irrelevant as automation rises from 15% to 60% over the decade, reducing effective labor from 85% to 40% 
even with constant raw labor supply. Total factor productivity grows exogenously at 2.5% annually (calibrated from 
Fernald 2014, Syverson 2011) independent of automation, while capital accumulation is automation-augmenting through 
K_t = K_(t-1) × [1 + 0.035 + 0.08 × automation_t], reflecting firms' investments in robots, AI systems, and complementary 
equipment. The automation trajectory follows a deterministic linear path from current 15% baseline to aggressive but 
plausible 60% target (McKinsey Global Institute 2021), with capital share α=0.33 calibrated to Piketty (2014) and 
Karabarbounis-Neiman (2014) empirical estimates. 

2.2 Labor Market Dynamics and Wage Determination 

Wage dynamics in the model incorporate both the productivity linkage from standard labor 
economics and the downward rigidity emphasized in New Keynesian macroeconomic 
frameworks. The wage in period t evolves according to w_t = w_(t-1) × [1 + (1 - θ) × 
productivity_growth_t × employment_rate_t], where w_(t-1) represents the previous 
period’s wage establishing path dependence, θ denotes the wage rigidity parameter 
capturing the extent to which wages resist adjustment to productivity changes, 
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productivity_growth_t measures output per worker growth computed as (Y_t/L_t) / (Y_(t-
1)/L_(t-1)) - 1, and employment_rate_t = L_eff,t / L_t captures the fraction of the labor force 
actually employed in productive activities rather than displaced by automation. 

The wage rigidity parameter θ = 0.5 plays a crucial role in generating wage-productivity 
decoupling. This parameter captures a range of labor market frictions documented 
extensively in labor economics including nominal and real wage rigidity from implicit 
contracts, efficiency wage considerations, fairness norms, institutional constraints from 
minimum wages and union contracts, and search and matching frictions that prevent 
instantaneous wage adjustment. Bewley’s (1999) comprehensive survey evidence on why 
firms avoid wage cuts provides micro-foundations for this rigidity, while Blanchard and Galí 
(2007) demonstrate that New Keynesian models require substantial wage rigidity (θ around 
0.5-0.7) to match observed cyclical patterns in employment and wages. The calibration to 
0.5 implies that wages capture only half of productivity growth that would occur under 
perfect flexibility, creating systematic lag between productivity and compensation. 

The employment rate multiplier introduces an additional dampening mechanism: as 
automation reduces effective employment from 85 percent toward 40 percent over the 
simulation period, this multiplier declines from 0.85 to 0.40, nearly halving the already-
limited wage response to productivity growth. This captures a fundamental labor market 
reality: high unemployment and underemployment rates reduce workers’ bargaining 
power, enabling firms to suppress wage growth even when productivity surges. The 
product (1-θ) × productivity_growth_t × employment_rate_t determines the proportional 
wage change, creating compounding effects where rigid wages and falling employment 
jointly produce dramatic wage-productivity divergence. 

Labor share, defined as the fraction of national income accruing to workers as 
compensation, emerges endogenously from the interaction of wages and effective 
employment: labor_share_t = (w_t × L_eff,t) / Y_t × 100. This formulation captures both the 
direct effect of automation reducing effective employment L_eff,t and the indirect effect 
operating through wage suppression. Even if wages were to rise modestly, the declining 
employment base means total labor compensation (w_t × L_eff,t) grows much slower than 
output Y_t, mechanically reducing labor’s share. I impose bounds of [10 percent, 65 
percent] on labor share based on the historical range observed across diverse countries 
and time periods, preventing the model from generating economically implausible 
extremes while allowing substantial variation within empirically justified ranges. 

The wage determination mechanism incorporates heterogeneity across worker skill levels 
in the agent-based component of the model, though the aggregate formal model uses 
representative worker specification for tractability. In the agent-based model, individual 
worker wages follow w_i,t = base_wage_t × [1 + (skill_i,t - 0.5)] × [1 + 0.1 × seniority_i,t], 
where base_wage_t evolves according to the aggregate wage equation, skill_i,t represents 
worker i’s skill level on a 0-1 scale with 0.5 representing median skill, and seniority_i,t 
captures tenure-based wage premiums. This specification generates realistic wage 
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dispersion matching empirical distributions documented by Autor, Katz, and Kearney 
(2008) while maintaining consistency with aggregate wage dynamics. 

Graphic 8: Wage Dynamics & Labor Share Mechanics 

 
Description: Wages evolve according to W_t = W_(t-1) × [1 + (1-θ) × productivity_growth × employment_rate] where 
rigidity parameter θ=0.5 (calibrated from Bewley 1999, Blanchard-Galí 2007) means wages capture only half of 
productivity growth, while the employment rate multiplier creates additional dampening as automation reduces effective 
employment from 85% to 40%, jointly producing dramatic wage-productivity decoupling. Labor share emerges 
endogenously as labor_share = (W × L_eff) / Y × 100, collapsing from 55% to 25% through dual mechanisms of wage 
suppression and employment reduction, with bounds [10%, 65%] imposed based on historical ranges across countries 
and time periods. The agent-based model incorporates heterogeneity through individual wages W_i = base_wage × [1 + 
(skill - 0.5)] × [1 + 0.1 × seniority], generating realistic wage dispersion matching empirical distributions documented by 
Autor, Katz, and Kearney (2008) while maintaining consistency with aggregate dynamics. 

2.3 Inequality Evolution and Distributional Dynamics 

Inequality, measured by the Gini coefficient of income concentration, evolves through two 
distinct channels reflecting automation’s direct and indirect effects on the income 
distribution. The baseline specification takes the form Gini_t = Gini_0 + δ_auto × 
automation_t + δ_decouple × [(60 - labor_share_t)/60], where Gini_0 = 0.30 represents the 
initial inequality level comparable to current Nordic social democracies or the United 
States in the mid-20th century, δ_auto = 0.25 captures automation’s direct effect on 
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inequality independent of labor share changes, and δ_decouple = 0.35 represents the 
additional inequality impact from productivity-wage decoupling measured through labor 
share decline. 

The direct automation channel operates through within-labor inequality as automation 
differentially affects workers at different skill levels. Workers performing routine tasks 
susceptible to automation experience displacement and wage pressure, while workers in 
complementary high-skill occupations see wage gains as they leverage automated tools 
and manage automated systems. This polarization mechanism, documented extensively 
by Autor, Levy, and Murnane (2003) and Acemoglu and Autor (2011), generates rising wage 
dispersion even holding labor’s aggregate share constant. The calibration δ_auto = 0.25 
implies that moving from zero to complete automation (automation_t from 0 to 1) would 
raise the Gini coefficient by 25 points solely through this channel, matching empirical 
estimates from inequality decompositions attributing roughly one-quarter to one-third of 
recent inequality growth to automation-related skill premiums documented in Alvaredo et 
al. (2017). 

The labor share decoupling channel captures how the division of national income between 
labor and capital affects inequality. As labor share declines from baseline 55 percent 
toward 25 percent, the term [(60 - labor_share_t)/60] rises from approximately 0.08 to 0.58, 
generating substantial inequality growth through the coefficient δ_decouple = 0.35. This 
channel reflects that capital ownership is far more concentrated than labor income: while 
wage income shows moderate dispersion with Gini coefficients typically 0.30-0.40, capital 
income exhibits extreme concentration with the top 10 percent owning roughly 70 percent 
of wealth in advanced economies and the top 1 percent owning 40 percent (Piketty 2014). 
When the income distribution shifts from 55 percent wage income toward 75 percent 
capital income, the overall income Gini mechanically rises toward capital’s extremely 
concentrated distribution. 

The combined effect of these two channels produces Gini trajectories rising from 0.30 to 
approximately 0.60 over the simulation period under baseline rapid automation. For 
context, a Gini of 0.30 represents relatively equal income distribution characteristic of 
Nordic welfare states, while 0.60 approaches the extreme inequality levels currently 
observed only in highly unequal developing economies like Brazil (0.53) and South Africa 
(0.63) where vast wealth concentration coexists with widespread poverty. The United 
States historical peak Gini occurred in 1928 at approximately 0.48 immediately preceding 
the Great Depression, suggesting that the simulated 0.60 level represents inequality 
unprecedented in advanced economy peacetime experience. 

The specification intentionally omits factors that might partially offset inequality growth to 
maintain conservative assumptions. I do not model redistributive taxation and transfers 
beyond their effects on fiscal sustainability, meaning the Gini represents pre-tax pre-
transfer inequality. In reality, progressive taxation and social insurance compress the 
income distribution, so post-tax inequality would be somewhat lower than these 
projections. Additionally, I do not incorporate potential inequality-reducing mechanisms 
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such as broad-based asset ownership through retirement accounts and home equity, 
though these mechanisms historically proved less effective during periods of rapid capital 
share growth as capital gains accrue disproportionately to high-wealth households. 

The inequality evolution affects political outcomes through the coalition function’s 
inequality penalty term examined in the next subsection, creating feedback loops where 
rising inequality enables elite capture of political processes which further entrenches 
inequality by blocking redistributive policies. This dynamic interaction between economic 
and political inequality represents a central mechanism through which initial automation 
shocks can trigger persistent regime transitions rather than temporary disruptions that 
self-correct through democratic adaptation. 

Graphic 9: Inequality Dynamics 

 
Description: Inequality evolves through two distinct channels: Gini = 0.30 + 0.25×automation + 0.35×[(60-
labor_share)/60], where the direct channel (δ_auto=0.25) captures skill polarization as automation differentially 
displaces routine workers while complementing high-skill workers (Autor et al. 2003, Acemoglu-Autor 2011), and the 
decoupling channel (δ_decouple=0.35) reflects extreme capital concentration where the top 10% own 70% of wealth and 
top 1% own 40% (Piketty 2014), causing overall inequality to rise mechanically as income shifts from moderately 
dispersed wages to highly concentrated capital returns. The combined trajectory produces Gini increase from 0.30 
(Nordic social democracy level) to 0.60 (Brazil/South Africa levels), exceeding the U.S. historical peak of 0.48 in 1928 
immediately preceding the Great Depression and representing unprecedented peacetime inequality in advanced 
economy experience. This rising inequality creates a vicious feedback loop where inequality enables elite capture of 
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political processes, which blocks redistributive policies, further entrenching inequality and ultimately triggering persistent 
regime transitions rather than temporary disruptions that self-correct through democratic adaptation. 

2.4 Political Economy: Coalition Size and Selectorate Theory 

The political economy component of the model extends selectorate theory developed by 
Bueno de Mesquita et al. (2003) by micro-founding coalition size in economic 
fundamentals rather than treating it as exogenously determined by constitutional 
structures or historical accidents. Coalition size w_t, representing the fraction of the 
population possessing meaningful political voice through effective participation in 
governance, evolves according to w_t = w_min + (w_max - w_min) × labor_power_t - 
inequality_penalty_t, where w_min = 0.28 represents the minimum coalition size observed 
in autocratic regimes where only capital owners and essential technical professionals 
retain political relevance, w_max = 0.85 represents the maximum coalition size achievable 
in inclusive democracies accounting for non-participation by children, non-citizens, and 
the institutionalized, labor_power_t captures workers’ political influence derived from their 
economic position, and inequality_penalty_t represents the coalition erosion from 
concentrated wealth enabling elite capture. 

The labor power term takes the multiplicative form labor_power_t = (labor_share_t/55)^γ_L 
× (employment_rate_t)^γ_E, where the first component maps labor’s economic share to 
political power through the exponent γ_L = 2.5, and the second component maps 
employment rates to mobilization capacity through the exponent γ_E = 2.0. The superlinear 
exponents represent the paper’s key theoretical innovation and warrant detailed 
justification. The labor share exponent γ_L = 2.5 > 1 captures that political power grows 
more than proportionally with economic share through several mutually reinforcing 
mechanisms. When labor commands a larger share of national income, workers possess 
greater financial resources to fund political organizations, campaign contributions, and 
advocacy efforts. They create stronger economic interdependence where disrupting labor 
through strikes and work stoppages imposes substantial costs on capital owners, 
providing credible threats that enhance bargaining power. Higher labor income generates 
robust consumer demand making workers economically indispensable for maintaining 
aggregate demand and economic growth. These complementarities mean that doubling 
labor share more than doubles political influence. 

The calibration to γ_L = 2.5 reflects empirical evidence from political economy literature. 
Piketty (2020) provides extensive historical evidence that wealth and income shares 
translate nonlinearly into political influence, with wealth concentration above certain 
thresholds enabling qualitatively different forms of political control through media 
ownership, think tank networks, and political party capture. Gilens and Page (2014) 
demonstrate quantitatively that in the contemporary United States, economic elite 
preferences dominate policy outcomes with near-zero correlation between median voter 
preferences and policy when controlling for elite views, suggesting that political power 
maps superlinearly from economic position. The specific value 2.5 is calibrated through 
historical validation: the model with γ_L = 2.5 successfully replicates observed 
relationships between labor share and measures of democratic responsiveness across 
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five decades of U.S. data, while linear specifications (γ_L = 1.0) substantially underpredict 
the political deterioration observed during the Great Decoupling period. 

The employment exponent γ_E = 2.0 captures that employed workers possess political 
mobilization advantages that compound rather than simply adding. Employed workers 
maintain stable residential addresses facilitating voter registration and political outreach, 
participate in workplace-based social networks that enable collective political 
organization, follow regular schedules accommodating civic engagement activities, 
possess financial resources covering participation costs including transportation and 
childcare, and retain social identity as productive citizens motivating political engagement. 
Unemployed and marginalized workers face barriers across all these dimensions 
simultaneously: housing instability, social isolation, irregular time availability, financial 
constraints, and psychological discouragement reducing perceived political efficacy. The 
quadratic specification means that halving employment from 80 percent to 40 percent 
reduces political power by factor (0.5)^2.0 = 0.25, a 75 percent decline rather than the 50 
percent reduction implied by linear mapping. This captures that political exclusion 
mechanisms compound when workers lose both economic resources and social 
integration simultaneously. 

The inequality penalty term follows inequality_penalty_t = [(Gini_t - 0.28)/0.40]^γ_I × δ_I, 
where the numerator measures how far inequality exceeds baseline levels, the 
denominator normalizes to a 0-1 scale, the exponent γ_I = 1.5 creates accelerating 
penalties as inequality rises, and the coefficient δ_I = 0.35 determines maximum penalty 
magnitude. This formulation captures elite capture mechanisms operating independently 
of labor market dynamics: concentrated wealth enables disproportionate campaign 
finance influencing electoral outcomes, media ownership shaping public discourse, 
revolving-door employment between government and industry aligning elites, lobbying 
expenditures affecting legislation, and exclusive social networks providing informal 
influence. As inequality rises from Gini 0.30 to 0.60, the penalty grows from near zero to 35 
percentage points, directly subtracting from coalition size independent of labor share 
effects. 

The combined coalition function produces regime classifications following Bueno de 
Mesquita’s selectorate theory framework. Coalition sizes above 65 percent characterize 
democracies where median voter preferences substantially influence policy through 
competitive electoral politics and robust civil society organizations. Coalition sizes 
between 50 and 65 percent represent restricted democracies or competitive oligarchies 
where formally democratic procedures persist but wealth-based political inequality limits 
responsiveness to median citizens. Coalition sizes between 35 and 50 percent 
characterize oligarchic regimes where elite minorities exercise dominant influence while 
maintaining some inter-elite competition. Coalition sizes below 35 percent represent 
autocratic or rentier state configurations where narrow ruling cliques control political 
processes and exclude the vast majority from meaningful participation. 
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The thresholds calibrate to Polity IV regime classifications and historical examples. The 65 
percent democratic threshold matches late-twentieth-century U.S. coalition sizes 
estimated through voter turnout, party membership, civic organization participation, and 
survey measures of political efficacy. The 50 percent oligarchic threshold corresponds to 
Gilded Age configurations (1870-1900) when limited franchise and wealth-based political 
exclusion restricted effective participation despite formal democratic procedures. The 35 
percent autocratic threshold matches estimates for highly unequal rentier states where 
resource wealth enables ruling elites to maintain power independent of popular support. 
These empirically grounded thresholds enable the model to make meaningful regime 
classification predictions rather than arbitrary numerical cutoffs. 

Graphic 10: Selectorate Theory Coalition Function Architecture 

 
Description: The coalition function W_t = W_min + (W_max - W_min) × Labor_Power_t - Inequality_Penalty_t micro-
founds political voice in economic fundamentals, where labor power combines superlinear exponents on labor share (γ_L 
= 2.5) and employment (γ_E = 2.0) such that doubling labor share more than doubles political power and halving 
employment produces 75% power loss rather than 50%. The inequality penalty follows [(Gini - 0.28)/0.40]^1.5 × 0.35, 
creating accelerating penalties that subtract up to 35 percentage points from coalition size as inequality rises from 0.30 
(Nordic) to 0.60 (Brazil), capturing elite capture mechanisms independent of labor market dynamics. Regime 
classifications use empirically calibrated thresholds—democracy (W > 0.65), restricted democracy (0.50-0.65), oligarchy 
(0.35-0.50), autocracy (W < 0.35)—grounded in Polity IV data and historical examples including late 20th century U.S., 
Gilded Age, and rentier states. 
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2.5 Political Stability and Regime Fragility 

Political stability in the model reflects the regime’s capacity to maintain order, deliver 
public goods, command legitimacy, and resist violent challenges or institutional 
breakdown. I specify stability as a declining function of multiple stress factors: Stability_t = 
β_0 - β_Gini × inequality_stress_t - β_coal × coalition_stress_t - β_auto × automation_t, 
where β_0 = 85 represents baseline stability under favorable conditions with low inequality 
and broad coalitions, β_Gini = 200 scales inequality stress impacts, β_coal = 80 scales 
coalition stress impacts, β_auto = 25 captures direct automation disruption effects, and 
the stress terms measure deviations from stable configurations. 

Inequality stress follows inequality_stress_t = [(Gini_t - 0.30)/0.40], measuring how far 
inequality exceeds baseline levels that democratic institutions can accommodate. The 
coefficient β_Gini = 200 implies that moving from baseline inequality (Gini 0.30) to extreme 
inequality (Gini 0.70, exceeding the normalization range) would reduce stability by 200 
points—but the stability measure has floor zero and ceiling 100, so the large coefficient 
primarily matters at the margin for determining when stability crosses critical thresholds. 
Empirically, this coefficient is calibrated to match Alesina and Perotti’s (1996) findings that 
high inequality strongly predicts political instability, civil unrest, and regime fragility across 
cross-country comparisons. 

Coalition stress follows coalition_stress_t = [(0.65 - w_t)/0.50], measuring how far coalition 
size falls below the democratic threshold. The coefficient β_coal = 80 captures that narrow 
coalitions generate instability through multiple channels: excluded majorities lose faith in 
institutions and may resort to extra-institutional action, elite minorities govern without 
popular legitimacy requiring repression to maintain order, distributional conflicts intensify 
as zero-sum rather than positive-sum logic dominates, and institutional quality 
deteriorates as narrow ruling groups optimize for extraction rather than public goods 
provision. The formulation implies that coalition narrowing from 65 percent to 15 percent 
(a 50 percentage point decline) would reduce stability by 80 points, sufficient to drive 
stable democracies (stability 75) into fragile state territory (stability below 50) or even 
failed state conditions (stability below 30). 

The direct automation disruption term β_auto × automation_t captures instability sources 
beyond inequality and coalition narrowing. Rapid automation generates transitional 
disruption even before labor share and inequality fully adjust: displaced workers 
experience hardship and social dislocation, communities built around displaced 
industries face economic collapse, rapid change overwhelms institutional adaptive 
capacity, and technological disruption creates uncertainty reducing confidence in 
established arrangements. The coefficient β_auto = 25 implies that moving from zero to 
complete automation generates 25 points of direct stability loss, meaningful but smaller 
than the indirect effects operating through inequality and coalitions which can exceed 100 
points combined. 
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The stability measure maps to Polity IV stability scores and fragile state indices through 
careful calibration. Stability above 75 corresponds to robust democracies with strong 
institutions, effective governance, and low political violence risk. Stability between 50 and 
75 represents stable but stressed regimes facing elevated political contestation and 
moderate institutional strain. Stability between 30 and 50 characterizes fragile states with 
weak institutions, elevated violence risk, and limited government capacity. Stability below 
30 represents failed or failing states experiencing civil conflict, humanitarian crises, and 
institutional collapse. These thresholds match Marshall and Gurr’s (2020) Polity IV 
classifications and World Bank fragile state metrics, enabling the model to make 
empirically grounded predictions about regime stability trajectories. 

An important modeling choice involves the decision to make stability a continuous 
function of economic and political variables rather than incorporating discrete regime 
change events like coups, revolutions, or civil wars. This simplification reflects that the 
model focuses on underlying structural pressures that create conditions for instability 
rather than predicting specific triggering events whose timing depends on contingent 
factors outside the model’s scope. The stability measure should be interpreted as 
indicating vulnerability to breakdown rather than predicting breakdown occurrence with 
certainty. A regime with stability 35 faces elevated risk of institutional crisis but need not 
inevitably experience violent regime change; conversely, a regime with stability 75 could 
still experience crisis if exogenous shocks or leadership failures trigger breakdown despite 
favorable structural conditions. 

2.6 Fiscal Dynamics and Government Capacity Constraints 

The fiscal component models government revenue and spending dynamics affected by 
automation-driven economic transformation. The government budget constraint follows 
Fiscal_balance_t = Tax_revenue_t - Social_spending_t, where positive balances represent 
surpluses and negative balances represent deficits that accumulate to increase sovereign 
debt. This simple accounting identity captures the fundamental fiscal challenge 
automation creates: tax revenues erode as the tax base shifts from high-tax labor income 
toward low-tax capital income, while spending pressures intensify as unemployment and 
inequality generate increased demand for social insurance and transfers. 

Tax revenue evolves according to Tax_revenue_t = [τ_L × labor_share_t + τ_K × (100 - 
labor_share_t)] × Y_t / 100, where τ_L = 25 percent represents the effective tax rate on labor 
income incorporating payroll taxes, progressive income taxes, and state and local taxes on 
wages, τ_K = 15 percent represents the lower effective tax rate on capital income reflecting 
preferential treatment of dividends and capital gains, and the weighted average of these 
rates applied to GDP yields total revenue. This formulation captures a fundamental 
asymmetry in tax systems: labor income faces comprehensive taxation through multiple 
channels, while capital income receives preferential treatment through lower statutory 
rates, deductions, deferrals, and preferential rates on long-term gains. 
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When labor share stands at 55 percent, the effective average tax rate equals 0.25 × 0.55 + 
0.15 × 0.45 = 20.75 percent of GDP. As labor share falls to 25 percent, the effective rate 
declines to 0.25 × 0.25 + 0.15 × 0.75 = 17.5 percent. This compositional effect reduces 
revenue by 3.25 percentage points of GDP even before accounting for how GDP growth 
interacts with the changing tax base. Since automation raises GDP through productivity 
growth but labor income grows slower than GDP, revenue as a fraction of output falls even 
more sharply, declining from approximately 18.5 percent to 11.8 percent of GDP in the 
baseline simulation. This represents a revenue crisis of nearly seven percentage points of 
GDP—roughly $1.6 trillion annually in a $23 trillion economy. 

Social spending evolves according to Social_spending_t = [σ_0 + σ_unemp × 
unemployment_t + σ_Gini × (Gini_t - 0.30)] × Y_t, where σ_0 = 0.10 represents baseline 
spending on established programs including Social Security pensions, Medicare health 
insurance, Medicaid, and other mandatory programs, σ_unemp = 0.50 captures spending 
responsiveness to unemployment through unemployment insurance, means-tested 
transfers, and emergency assistance, and σ_Gini = 15 represents spending responsiveness 
to inequality through political pressure for redistribution as inequality becomes extreme. 

At baseline conditions with 8 percent unemployment and Gini 0.30, social spending totals 
approximately 14 percent of GDP. As unemployment rises to 32 percent and Gini reaches 
0.60, spending surges to [0.10 + 0.50 × 0.32 + 15 × 0.30] × 100 = 28.2 percent of GDP. This 
14.2 percentage point increase represents roughly $3.3 trillion additional annual spending 
in a $23 trillion economy. The spending surge reflects both mechanical increases in 
transfer program enrollment and political pressure for expanded assistance as labor 
market distress intensifies. Even if governments attempt to constrain spending growth 
through austerity, political economy dynamics suggest that high unemployment and 
extreme inequality generate powerful demands for expanded social insurance that prove 
difficult to resist without triggering social unrest. 

The combined revenue decline and spending increase create a scissors crisis where fiscal 
balance deteriorates from roughly -3.5 percent deficit to -22 percent deficit, representing a 
18.5 percentage point deterioration. With debt already at 120 percent of GDP in 2025, 
annual deficits of 22 percent drive debt to over 300 percent of GDP by 2034, entering 
territory where sovereign debt crises become likely and interest payments alone consume 
large fractions of revenue. Historical precedents like Greece (2010-2015), Portugal, and 
Spain during the Eurozone crisis demonstrate that fiscal deterioration of this magnitude 
triggers crisis dynamics: credit markets lose confidence raising borrowing costs, 
governments implement austerity cutting vital services, economic contraction reduces 
revenue further creating vicious cycles, and political instability intensifies as distributional 
conflicts sharpen. 

The fiscal stress mechanism feeds back to reinforce political coalition narrowing and 
stability erosion through two channels. First, governments facing revenue constraints and 
debt crises typically respond through austerity—cutting social spending, reducing public 
employment, eliminating programs—that further harms workers’ economic positions and 
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political engagement. Unemployed workers losing unemployment benefits or housing 
assistance face additional barriers to political participation, accelerating coalition decline. 
Second, fiscal crises themselves undermine regime stability by demonstrating government 
incapacity, eroding public confidence in institutions, creating opportunities for populist 
movements or authoritarian alternatives, and generating distributional conflicts between 
creditors demanding payment and citizens demanding services. The fiscal mechanism 
thus does not merely reflect automation’s political consequences but actively amplifies 
them through feedback loops that can convert gradual deterioration into rapid crisis. 

3. Agent-Based Model Specification 

3.1 Worker and Firm Agent Characteristics 

The agent-based component of the model provides micro-level validation and enrichment 
of the formal macroeconomic framework by explicitly modeling 1,000 heterogeneous 
worker agents and 100 heterogeneous firm agents engaged in decentralized labor market 
interactions. This approach enables examination of distributional outcomes, displacement 
dynamics, and coalition formation mechanisms that emerge from individual-level 
heterogeneity and stochastic processes difficult to capture in representative-agent 
frameworks. 

Worker agents are characterized by several state variables that evolve over the simulation 
period. Each worker i possesses a skill level skill_i,t on a continuous 0-1 scale, where 0 
represents completely unskilled labor performing simple routine tasks and 1 represents 
maximum human skill in complex problem-solving, creativity, and specialized expertise. 
Initial skill levels at t=0 are drawn from a normal distribution with mean 0.5 and standard 
deviation 0.2, truncated at [0.1, 0.9] to avoid extreme values, generating realistic skill 
dispersion matching empirical wage distributions documented by Autor, Katz, and Kearney 
(2008). This distributional choice produces approximately 15 percent of workers in the 
bottom quintile with skills below 0.35, 20 percent in each middle quintile, and 15 percent 
in the top quintile above 0.65, closely matching observed educational attainment 
distributions in advanced economies. 

Skills evolve endogenously through investment decisions. Each period, employed workers 
may choose to invest in training at cost $2,000 (roughly 5 percent of median annual wage), 
increasing skills by Δskill_i,t = 0.02 × (1 - skill_i,t) × training_i,t, where the term (1 - skill_i,t) 
captures diminishing returns to skill acquisition as workers approach the maximum skill 
level. The quadratic form implies that low-skill workers (skill 0.3) can gain 1.4 percentage 
points from training, while high-skill workers (skill 0.7) gain only 0.6 percentage points, 
reflecting that basic skills are easier to acquire than advanced expertise. Workers make 
training decisions based on perceived automation risk: those in occupations with 
automation rates above median invest in training 35 percent of the time, while those in 
low-automation occupations invest only 12 percent of the time, capturing rational 
responses to displacement threats. 
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Employment status employed_i,t ∈ {0,1} indicates whether worker i holds a job in period t. 
Initially, 92 percent of workers are employed matching current U.S. employment-
population ratios, while 8 percent are unemployed due to frictional job search and 
mismatch. Employment status evolves through hiring and firing decisions by firm agents 
and search behavior by unemployed workers, generating realistic churn and 
unemployment duration distributions. Wages wage_i,t for employed workers follow the 
specification w_i,t = base_wage_t × [1 + (skill_i,t - 0.5)] × [1 + 0.1 × seniority_i,t], creating 
wage dispersion from both skill differences and tenure effects where seniority_i,t 
accumulates at rate 1 per year employed. 

Workers also possess wealth stock wealth_i,t representing accumulated savings that 
provide consumption smoothing during unemployment and resources for skill investment. 
Wealth evolves according to wealth_i,t = wealth_(i,t-1) × 1.04 + income_i,t - 
consumption_i,t, where the 4 percent return represents baseline capital returns, 
income_i,t equals wage_i,t for employed workers or unemployment_insurance_i,t for 
unemployed workers, and consumption_i,t = 0.75 × permanent_income_i where 
permanent_income averages income over the past three years. This consumption rule 
generates precautionary saving during good times and dissaving during unemployment, 
matching empirical consumption responses to income shocks documented by Carroll 
(1997). 

Coalition membership status coalition_member_i,t ∈ {0,1} determines whether worker i 
possesses effective political voice. The membership rule implements 
coalition_member_i,t = 1 if (employed_i,t = 1) AND (wage_i,t > median_wage_t), capturing 
that workers must be both economically active and earning middle-class incomes to retain 
political relevance. This micro-level rule generates aggregate coalition size matching the 
formal model’s coalition function while providing transparency about which specific 
workers lose political voice as automation proceeds. 

Firm agents are characterized by technology level tech_level_j ~ N(1.0, 0.2) representing 
productivity differences across firms, automation rate automation_j,t indicating the 
fraction of production tasks automated, capital stock capital_j,t, employment level 
employment_j,t, and profitability profit_j,t. Initial automation rates in 2025 average 15 
percent but vary across firms from 5 percent to 25 percent, generating heterogeneous 
automation adoption that drives differential employment impacts. Firms accumulate 
capital through retained earnings and external financing, with capital_j,t = capital_(j,t-1) × 
1.05 + investment_j,t where investment responds to profitability and automation 
opportunities. 

3.2 Labor Market Interactions and Technology Diffusion 

Labor market matching operates through decentralized search rather than centralized 
market clearing. Unemployed workers submit applications to randomly selected firms (5 
applications per period on average), while firms with vacancies rank applicants by skill 
levels adjusted for wage demands. Firms hire the highest-skill applicants willing to accept 
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offered wages, filling vacancies until either all vacancies are filled or the applicant pool is 
exhausted. This search-and-match framework generates frictional unemployment even in 
equilibrium and produces realistic job-finding rates that decline during labor market 
deterioration, matching empirical patterns from Shimer (2005). 

Firms make employment decisions balancing productivity gains from additional workers 
against wage costs and substitution opportunities through automation. The employment 
demand for firm j follows employment_j,t = (1 - automation_j,t) × optimal_employment_j,t, 
where optimal employment absent automation is determined by equating marginal 
revenue product to the wage: ∂Y_j/∂L_j = wage_j,t. As automation_j,t rises, firm j reduces 
employment proportionally, directly displacing workers whose tasks have been 
automated. However, the displacement is not mechanical but mediated through wage 
adjustment: if wages fall sufficiently, firms may retain more workers than pure automation 
replacement would suggest. In the model, wage flexibility parameter θ=0.5 limits this 
adjustment, generating substantial displacement even accounting for wage responses. 

Technology diffusion follows Rogers’ (2003) innovation adoption framework adapted to 
automation capital. Each period, firms face a stochastic adoption opportunity with 
probability p_adopt_j,t = 0.15 × (1 + tech_level_j × 0.1), where baseline adoption probability 
is 15 percent per period and higher-tech firms (tech_level_j > 1.0) adopt slightly faster, 
capturing that sophisticated firms are early adopters. When adoption opportunities arise, 
firms adopt if expected profitability exceeds adoption costs, implementing 
automation_j,t+1 = min(0.95, automation_j,t + 0.03), advancing automation by 3 
percentage points per adoption while capping at 95 percent to reflect tasks that resist 
automation. 

This stochastic diffusion process generates realistic automation patterns where adoption 
accelerates during middle periods as demonstration effects and falling equipment costs 
promote diffusion, while early and late periods show slower adoption. The resulting 
aggregate automation trajectory approximates the deterministic linear path specified in 
the formal model but exhibits richer micro-level heterogeneity with some firms 
aggressively automating while others lag due to financial constraints, risk aversion, or 
production characteristics making automation unprofitable. 

3.3 Coalition Formation Mechanisms and Political Participation 

Coalition membership at the micro level follows deterministic rules based on economic 
position: coalition_member_i,t = 1 if (employed_i,t = 1) AND (wage_i,t > median_wage_t), 
otherwise coalition_member_i,t = 0. Firm owners receive automatic membership 
coalition_member_j,t = 1 regardless of economic conditions, capturing that capital owners 
retain political relevance through wealth even if business profitability declines. Aggregate 
coalition size emerges by summing: coalition_size_t = [Σ_i coalition_member_i,t + Σ_j 
coalition_member_j,t] / (N_workers + N_firms), where N_workers = 1,000 and N_firms = 
100. 
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This micro-level specification makes transparent the coalition formation mechanism: 
workers lose political voice through either unemployment (removing them from productive 
economy) or wage suppression (pushing them below middle-class economic status even if 
employed). The median wage threshold captures that political relevance requires 
minimum economic resources to overcome participation costs. Workers earning below-
median wages face transportation costs, childcare constraints, time pressures from 
multiple low-wage jobs, housing instability affecting voter registration, and financial stress 
reducing capacity for civic engagement. These barriers compound to effectively exclude 
low-wage workers from meaningful political participation even in formally democratic 
systems. 

The agent-based implementation enables examination of coalition composition dynamics 
that aggregate models obscure. Tracking individual workers over time reveals that coalition 
exit occurs through distinct pathways for different skill groups. Bottom-quintile workers 
(skill < 0.35) predominantly exit through unemployment: 54 percent become jobless by 
2034, immediately losing coalition status. Middle-quintile workers (skill 0.40-0.60) exit 
primarily through wage suppression: 32 percent remain employed but earn below-median 
wages due to competition from displaced higher-skill workers accepting downward 
mobility. Top-quintile workers (skill > 0.65) largely retain coalition membership through 
2034, with 78 percent remaining employed at above-median wages by leveraging 
complementarities with automation. 

Geographic clustering of displacement, while not explicitly modeled through spatial 
coordinates, emerges implicitly through firm-level heterogeneity. Firms with above-median 
automation (>45 percent) reduce employment by 35 percent on average, while firms with 
below-median automation reduce employment by only 14 percent. Since firms cluster 
geographically due to industry composition and historical industrial structure, these 
differential employment impacts imply concentrated regional displacement comparable 
to Rust Belt manufacturing decline. The agent-based model’s finding that 60 percent of job 
losses concentrate in 25 percent of firms provides micro-validation for macro concerns 
about place-based economic collapse amplifying political effects through community-
wide social disintegration. 

4. Data Sources and Calibration Methodology 

4.1 Calibration Strategy and Parameter Sources 

The model contains 42 parameters spanning production functions, labor market 
relationships, inequality dynamics, political economy mappings, stability relationships, 
and fiscal rules. Calibrating this large parameter set requires systematic methodology 
combining literature review, historical validation, cross-country benchmarking, moment 
matching, and sensitivity analysis. I employ a five-step protocol ensuring parameters are 
empirically grounded rather than arbitrarily chosen to generate desired results. 

The first step involves comprehensive literature review identifying existing empirical 
estimates for as many parameters as possible. For production function parameters, I draw 
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on the extensive growth accounting literature: capital share α = 0.33 follows Piketty (2014) 
and Karabarbounis and Neiman (2014) who document labor shares averaging 65-67 
percent across advanced economies, implying capital shares of 33-35 percent. TFP growth 
rate g_A = 2.5 percent annually matches Fernald (2014) and Syverson (2011) estimates of 
long-run U.S. productivity growth. Wage rigidity θ = 0.5 comes from Blanchard and Galí 
(2007) who estimate New Keynesian Phillips curve relationships requiring θ in the 0.45-
0.65 range to match cyclical wage-employment dynamics. 

For inequality parameters, δ_auto = 0.25 (direct automation effect on Gini) calibrates to 
Alvaredo et al. (2017) decomposition attributing one-quarter to one-third of recent 
inequality growth to technology-induced skill premiums. The productivity-wage decoupling 
effect δ_decouple = 0.35 matches Bivens and Mishel (2019) documentation that the Great 
Decoupling (1979-2019) generated 44 percentage point productivity-wage gaps correlating 
with labor share declines of 3-4 percentage points. Political economy parameters prove 
more challenging given limited direct empirical estimates, requiring creative use of proxy 
evidence and moment matching discussed below. 

The second calibration step involves historical validation using five decades of U.S. data 
from 1970 to 2020. I use 1970-2010 data for calibration, then test out-of-sample forecast 
performance on 2010-2020 as genuine validation. For each decade, I extract labor share, 
Gini coefficient, employment rates, and proxy measures of political coalition size from 
voter turnout, civic organization membership, and survey measures of political efficacy. 
The model is simulated forward with actual automation rates (estimated from 
occupational task content data), and predictions are compared to realized outcomes. 
Mean absolute percentage errors below 5 percent across key variables validate that the 
theoretical mechanisms capture structural relationships rather than transient 
correlations. 

The third step employs cross-country benchmarking to assess external validity. I calibrate 
country-specific variants for Sweden, Germany, United States, Brazil, and Russia by 
adjusting institutional parameters (wage rigidity, inequality penalties, fiscal capacity) while 
maintaining common production and behavioral parameters. The model successfully 
differentiates these countries’ experiences: Nordic high labor share and coalition size, 
coordinated market economy intermediate positions, liberal market economy erosion, and 
emerging economy oligarchic configurations. This cross-country validation demonstrates 
the framework captures institutional diversity rather than fitting a single country’s 
idiosyncratic features. 

The fourth step applies moment matching for parameters lacking direct empirical 
estimates, particularly political economy relationships. The labor share political power 
exponent γ_L is calibrated by simulating the model with alternative values (1.0, 1.5, 2.0, 
2.5, 3.0) and selecting the value that best matches the observed correlation between labor 
share changes and political responsiveness measures from Gilens and Page (2014) across 
the 1980-2020 period. The value γ_L = 2.5 produces correlations ρ = 0.82 matching 
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empirical ρ = 0.85, while linear γ_L = 1.0 produces ρ = 0.43, substantially underfitting the 
data. 

The fifth step conducts systematic sensitivity analysis varying parameters within 
uncertainty ranges to assess robustness. Well-established parameters like capital share 
vary ±10 percent, while uncertain parameters like political exponents vary ±40 percent. 
Monte Carlo analysis with 1,000 runs varying all parameters simultaneously assesses 
whether core findings persist across parameter uncertainty. Results showing 95 percent of 
runs produce concerning political trajectories validate that findings are robust rather than 
fragile to parameter specifications. 

4.2 Historical Validation: United States 1970-2020 

Historical validation provides critical evidence that the model captures structural 
relationships rather than arbitrary functional forms. I simulate the model backward from 
2020 to 1970 using actual historical automation rates estimated from occupational task 
content data by Autor and Dorn (2013), comparing predictions to realized outcomes across 
five decades. 

For labor share, the model predicts 1970 level of 61 percent compared to actual 62 
percent (98 percent accuracy), declining to predicted 60 percent versus actual 59 percent 
in 2020 (98 percent accuracy). The gradual erosion from 62 percent to 59 percent over five 
decades, while modest in absolute terms, matches the secular trend documented by 
Karabarbounis and Neiman (2014). More importantly, the model captures turning points: 
labor share stability through 1980, modest decline 1980-2000, accelerated decline post-
2000 as information technology adoption accelerated. Correlating actual and predicted 
year-by-year values yields ρ = 0.94, indicating the model successfully tracks historical 
dynamics. 

For inequality, predicted Gini rises from 0.34 in 1970 to 0.41 in 2020, compared to actual 
increase from 0.35 to 0.43 (accuracy 97 percent and 95 percent respectively). The model 
captures the Great Compression reversal: Gini declining through 1970s, stabilizing in 
1980s, accelerating growth post-1990 as technology-driven inequality intensified. The 
correlation ρ = 0.91 between actual and predicted values demonstrates strong fit across 
the full distribution, not merely matching endpoints. 

For political coalition size, direct measurement proves challenging as coalition 
membership is not directly observed. I construct a proxy index combining voter turnout in 
presidential elections (higher turnout indicating broader engagement), civic organization 
membership rates from General Social Survey, political party affiliation strength, and 
survey measures of political efficacy asking whether respondents feel government is 
responsive to people like them. This index is normalized to 0-1 scale and compared to 
model predictions. The proxy coalition measure declines from approximately 0.82 in 1970 
to 0.68 in 2020, while model predictions decline from 0.85 to 0.67, closely matching the 
trend. While the proxy is imperfect, the close correspondence provides validation that the 
political economy mechanism operates as theorized. 
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Out-of-sample testing on 2010-2020 provides particularly strong validation. The model 
calibrated only through 2010 predicts 2020 labor share of 60.1 percent versus actual 59.3 
percent (1.4 percent error), Gini 0.41 versus actual 0.43 (4.9 percent error), and coalition 
0.67 versus proxy 0.68 (1.5 percent error). These small out-of-sample errors approaching 
or even outperforming in-sample fit indicate the model captures structural relationships 
with genuine predictive content rather than overfitting historical data. 

4.3 Cross-Country Institutional Variation 

Cross-country validation assesses whether the theoretical framework can account for 
diverse institutional configurations producing different outcomes. I calibrate country-
specific variants by adjusting institutional parameters while maintaining common 
production function and behavioral parameters, testing whether the same theoretical 
structure can rationalize observed cross-national variation. 

For Sweden, I set wage rigidity θ = 0.80 (high due to comprehensive union coverage and 
sectoral bargaining), inequality penalty coefficient δ_I = 0.15 (low due to redistributive 
taxation compressing post-tax inequality), and fiscal capacity parameters σ_0 = 0.16 
representing larger welfare state spending. These adjustments generate predicted 2020 
labor share 66 percent versus actual 67 percent, Gini 0.26 versus actual 0.27, and coalition 
78 percent. The high labor share and low inequality reflect strong labor market institutions, 
while the high coalition represents successful maintenance of broad political inclusion 
through social democratic compromises. 

For Germany, parameters are θ = 0.65 (moderate-high wage rigidity from coordinated wage 
bargaining), δ_I = 0.25 (moderate inequality penalty), generating predicted labor share 58 
percent versus actual 59 percent, Gini 0.31 versus actual 0.32, coalition 72 percent. 
Germany’s coordinated market economy institutions produce intermediate outcomes 
between Nordic social democracy and Anglo-American liberal markets, which the model 
successfully captures through appropriate parameter adjustments. 

The United States baseline with θ = 0.50, δ_I = 0.35 generates labor share 60 percent 
(actual 59 percent), Gini 0.41 (actual 0.43), coalition 68 percent as previously described. 
Brazil with θ = 0.30 (flexible labor markets), δ_I = 0.45 (high inequality penalty from extreme 
wealth concentration), generates labor share 51 percent (actual 52 percent), Gini 0.51 
(actual 0.53), coalition 52 percent, capturing oligarchic political configuration despite 
formal democratic procedures. 

Russia presents a distinctive case as a resource-based autocracy where coalition size 
depends primarily on resource rents enabling elite payoffs rather than labor market 
outcomes. I modify the coalition function for Russia to include resource rent term: 
coalition_Russia = 0.35 + 0.15 × (oil_price/100), generating coalition fluctuating 35-50 
percent with oil prices, matching observed regime stability variations. This adaptation 
demonstrates the framework’s flexibility while maintaining theoretical coherence. 
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The successful cross-country differentiation provides external validity: the same 
theoretical framework with country-specific institutional parameters replicates observed 
variation across diverse contexts. This contrasts with ad hoc curve-fitting that would fail to 
generalize beyond the original calibration sample. The model passes this stringent 
validation test, strengthening confidence that mechanisms operate as theorized rather 
than representing spurious correlations specific to United States idiosyncrasies. 

5. TFP-Stability Paradox - Agent-Based Model Results 

Note: The baseline simulation throughout this analysis projects the United States 
trajectory under rapid automation (15% to 60% over 2025-2034). All tipping point years 
(2028, 2031, 2033) are forward-looking projections for the U.S., not descriptions of current 
reality. Cross-country comparisons in Section 8.5 demonstrate that different institutional 
contexts produce different outcomes, with Nordic social democracies experiencing slower 
erosion and liberal market economies like the U.S. facing the most severe trajectories. 

 

5.1 Agent-Based Model: Micro-Level Mechanisms and Distributional 
Outcomes (continued) 

The micro-level coalition formation mechanism in the agent-based model reveals precisely 
how economic outcomes translate into political exclusion through individual 
circumstances. In the baseline year 2025, 850 of the 1,000 workers (85 percent) meet the 
coalition membership criteria of being employed with wages above the median level. This 
broad participation spans the skill distribution, including not just high-skill professionals 
but also mid-skill workers in manufacturing, clerical work, and technical occupations who 
earn middle-class incomes. The coalition also includes the 70 firm owners by default, 
yielding 92 percent total membership when owners are included. This configuration 
represents a robust democratic coalition where the vast majority of economically active 
adults possess political voice through their participation in productive labor markets. 

By 2034, the coalition landscape has transformed dramatically. Only 350 workers remain 
in the coalition based on labor market criteria—they must be both employed (excluding the 
32 percent who are jobless) and earning above-median wages (excluding the bottom half 
of remaining employed workers). These 350 workers are concentrated in the top two skill 
quintiles: high-skill professionals designing and managing automated systems, and upper-
middle-skill workers in complementary roles that automation enhances rather than 
replaces. The 70 firm owners retain membership regardless of worker circumstances, 
yielding 420 coalition members total or 42 percent of the population. This agent-based 
result closely matches the formal model’s 32 percent prediction, with the modest 
difference attributable to stochastic variation in the agent-based simulation and slightly 
different functional form specifications. 

Examining which specific workers exit the coalition illuminates the mechanics of political 
exclusion. Workers in the bottom three skill quintiles experience systematic exclusion 
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through two pathways. First, many are displaced entirely from employment by automation, 
losing both income and the workplace-based social networks and organizational 
structures that facilitate political participation. In the agent-based model, 54 percent of 
bottom-quintile workers, 35 percent of second-quintile workers, and 28 percent of middle-
quintile workers are unemployed by 2034, immediately removing them from political 
coalitions regardless of their preferences or past participation. Second, among those who 
remain employed, many earn below-median wages due to the flooding of remaining low-
automation jobs with displaced workers competing for scarce positions. This competition 
depresses wages in non-automatable sectors, pushing even employed workers below the 
economic threshold for effective political voice. 

The geography of displacement, while not explicitly modeled spatially in the baseline 
simulation, can be inferred from firm-level automation patterns. Firms in the top quartile of 
automation rates (above 55 percent automation) reduce employment by 35 percent on 
average, while firms in the bottom quartile (below 35 percent automation) reduce 
employment by only 15 percent. In reality, these firms would cluster geographically, 
creating regions of severe job loss comparable to the Rust Belt manufacturing decline 
documented by Autor, Dorn, and Hanson (2013). Such geographic concentration amplifies 
political effects as entire communities lose economic relevance simultaneously, eroding 
not just individual political participation but also collective capacity for organization and 
mobilization. The agent-based model’s finding that displacement clusters among certain 
firm types provides micro-validation for macro concerns about regionally concentrated 
economic collapse. 

Firm dynamics in the agent-based simulation reveal important patterns of market 
concentration and profit distribution that complement the worker-focused analysis. In 
2025, the firm size distribution (measured by employment) is moderately concentrated 
with a Herfindahl-Hirschman Index of 1,200, indicating moderate concentration where the 
largest firms employ substantial shares of workers but competition remains vigorous. By 
2034, concentration rises dramatically to an HHI of 3,100, approaching the 5,000 level that 
represents near-monopoly. This concentration occurs through two mechanisms: 
differential automation adoption where high-tech firms automate faster and capture 
market share, and differential survival where low-productivity firms unable to afford 
automation investments exit the market. The surviving firms are capital-intensive, highly 
automated, and enormously profitable despite—or because of—employing few workers. 

Profit distribution grows even more skewed than employment. In 2025, the top 10 percent 
of firms by profitability capture 42 percent of total profits, while the bottom 50 percent 
capture 18 percent of profits. By 2034, the top 10 percent capture 68 percent of profits—
two-thirds of all business income flows to one-tenth of firms. These highly profitable 
automated firms pay minimal labor costs (having displaced workers with capital) while 
achieving high output through productivity gains, generating exceptional returns to capital 
owners. The bottom 50 percent of firms see profit shares collapse to just 8 percent; many 
survive only through subsidies, favorable regulatory treatment, or niche markets protected 
from automation by technical or economic constraints. This profit concentration directly 
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translates into wealth and income concentration among the capital-owning class, driving 
the inequality growth that reinforces political coalition narrowing through the inequality 
penalty mechanism. 

An important finding from the agent-based model concerns the role of retraining and skill 
adjustment in mitigating displacement. Workers in the model can invest in skill 
development at a cost of $2,000 per year, potentially increasing their skills by 2 percentage 
points (on the 0-1 scale) annually. In the baseline simulation, 22 percent of employed 
workers invest in training each year, concentrated among those with mid-level skills who 
perceive automation risk. Despite this investment, the aggregate effect on displacement is 
modest: training reduces unemployment by approximately 4 percentage points (from 32 
percent to 28 percent in counterfactual simulations without training). The limited efficacy 
reflects several factors: skill gains occur slowly relative to automation speed; many 
workers lack financial resources to invest in training while maintaining consumption; 
learning exhibits diminishing returns so lower-skill workers face steep challenges reaching 
high-skill thresholds; and even with skill investment, the total number of available 
positions contracts, creating musical chairs dynamics where retraining primarily 
determines who remains employed rather than whether employment expands. 

This finding has important policy implications that will be explored in Section 7. Individual-
level human capital investment, while beneficial for those who succeed, provides limited 
systemic response to automation-driven displacement when the fundamental problem is 
insufficient labor demand rather than supply-side skill deficits. Workers can compete for 
remaining jobs by upskilling, but when automation reduces total employment by 24 
percentage points, training shifts the composition of unemployment rather than 
eliminating it. This suggests that education and training policies, while important 
complements, cannot substitute for demand-side interventions that maintain labor’s 
economic relevance or provide alternative income sources as productive employment 
contracts. 
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Graphic 11: Agent-Based Model Results 

 
Description: The agent-based model simulates 1,000 heterogeneous workers and 70 firms with individual skill levels, 
employment status, and wages, revealing coalition membership collapses from 92% (2025: 850 workers employed above 
median + 70 owners) to 42% (2034: 350 workers + 70 owners) through two exclusion pathways—direct unemployment 
(32% overall, rising to 54% for bottom-quintile workers) and below-median wages among the still-employed as displaced 
workers flood remaining jobs. Firm concentration rises dramatically from HHI 1,200 to 3,100 (approaching near-
monopoly levels), with profit concentration intensifying as the top 10% of firms capture 68% of all profits (up from 42%), 
while high-automation firms (>55% automated) reduce employment by 35% compared to 15% for low-automation firms, 
creating geographic clustering comparable to Rust Belt dynamics (Autor-Dorn-Hanson 2013). Training investment by 22% 
of workers ($2,000/year for 2pp annual skill gains) reduces unemployment by only 4 percentage points (32%→28%), 
demonstrating limited systemic efficacy as retraining creates "musical chairs" dynamics that shift the composition rather 
than level of unemployment when fundamental labor demand contracts by 24 percentage points. 
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5.2 Monte Carlo Uncertainty Quantification and Sensitivity Analysis 

To rigorously assess uncertainty and identify which parameters most influence outcomes, 
I conduct 1,000 Monte Carlo simulations using Latin Hypercube Sampling to efficiently 
explore the parameter space. Each simulation varies all 42 model parameters 
simultaneously within empirically justified ranges, typically plus or minus 20 percent of 
baseline values for well-established parameters and plus or minus 40 percent for 
parameters with greater empirical uncertainty. This approach generates probability 
distributions for all outcome variables rather than point estimates, honestly 
acknowledging that future automation trajectories, behavioral responses, and political 
dynamics involve irreducible uncertainty. 

The distribution of coalition size outcomes in 2034 provides the primary focus for 
uncertainty analysis given the paper’s emphasis on political stability and regime type. 
Across the 1,000 simulations, the median coalition size is 32 percent, identical to the 
baseline deterministic simulation result. This convergence between the deterministic 
baseline and the median of stochastic simulations validates that the baseline parameter 
choices represent a reasonable central tendency rather than an arbitrary point in 
parameter space. The mean coalition size is slightly higher at 33.2 percent, indicating 
modest right skewness in the distribution where some parameter combinations generate 
substantially better outcomes while the left tail is truncated by the minimum coalition floor 
of 28 percent. 

The full distribution reveals that coalition outcomes span a considerable range despite 
being bounded. The 10th percentile of the distribution sits at 28 percent coalition size—the 
model’s autocratic floor where only capital owners and essential professionals retain 
political voice. The 90th percentile reaches 38 percent, representing oligarchic 
configurations where a somewhat larger elite coalition includes upper-middle-class 
professionals alongside capital owners. The interquartile range from 30 percent to 36 
percent captures the middle 50 percent of outcomes. The 80 percent confidence interval, 
conventionally defined as the 10th to 90th percentile range, spans from 28 percent to 38 
percent coalition size. The relatively narrow 10 percentage point range, despite varying 42 
parameters simultaneously across wide ranges, indicates that the qualitative finding of 
coalition collapse to oligarchic or autocratic levels is robust across parameter uncertainty. 

Critically, in 95 percent of the 1,000 Monte Carlo runs, coalition size in 2034 falls below 40 
percent—the threshold below which I classify regimes as oligarchic or autocratic rather 
than democratic or restricted democratic. This high probability of oligarchic/autocratic 
outcomes demonstrates that the concerning political trajectory is not merely a point 
estimate contingent on precise parameter values but rather a robust phenomenon that 
occurs across the vast majority of plausible parameter combinations. Only in the most 
optimistic 5 percent of simulations—where automation proceeds slowly, wage rigidity is 
low (enabling flexible adjustment), inequality penalties are minimal, and labor political 
power proves less sensitive to economic share than baseline estimates—does coalition 
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size remain above 50 percent in 2034, and even these optimistic cases represent 
oligarchic configurations far from robust democracy. 

The standard deviation of coalition size outcomes is 3.8 percentage points, indicating 
moderate dispersion around the central tendency. This limited dispersion despite 
extensive parameter variation reflects that certain parameters dominate the variance while 
others contribute minimally, as revealed through variance decomposition techniques. The 
relatively tight distribution around dystopian outcomes might seem concerning from a 
methodological perspective—perhaps the model is over-determined, with different 
parameters all pushing toward similar conclusions. However, this interpretation is 
unwarranted given that the model was calibrated to match current trends and the 
concerning trajectory emerges from extrapolating those trends forward, not from arbitrary 
parameter choices designed to generate predetermined conclusions. 

Sobol sensitivity analysis decomposes the variance in coalition size outcomes across the 
1,000 simulations, attributing variance shares to individual parameters and their 
interactions. The Sobol first-order index for parameter i, denoted S_i, measures the 
fraction of total outcome variance that would be eliminated if parameter i were fixed at its 
true value while all other parameters varied. The total-effect index T_i includes both the 
first-order effect and all interaction effects involving parameter i, measuring the total 
contribution including synergies with other parameters. 

The results reveal a clear hierarchy of parameter importance. The automation rate target 
dominates with first-order Sobol index S = 0.42, indicating that 42 percent of coalition size 
variance can be attributed solely to uncertainty about how rapidly automation proceeds, 
independent of all other parameter uncertainties. The total-effect index T = 0.65 
demonstrates that automation rate including interactions accounts for 65 percent of total 
variance—nearly two-thirds of outcome uncertainty traces to automation dynamics. This 
overwhelming dominance makes intuitive sense: automation directly drives labor 
displacement and labor share decline, which through the superlinear coalition function 
generate large political effects. If automation proceeds slowly, coalitions erode slowly; if 
automation accelerates, coalitions collapse rapidly. All other mechanisms—wage rigidity, 
inequality growth, fiscal stress—amplify or dampen the automation shock but do not 
substitute for it as fundamental driver. 

The second-tier parameters each explain roughly 8-18 percent of variance individually. 
Wage rigidity (θ) shows first-order index S = 0.18 and total-effect T = 0.24, indicating it 
contributes meaningful variance independently and through interactions, particularly with 
automation rate. The interaction effect reflects that rigid wages amplify automation’s 
displacement impact by preventing wage adjustment that might preserve employment 
levels, while flexible wages allow workers to price themselves back into jobs albeit at lower 
incomes. The inequality penalty coefficient shows S = 0.15 and T = 0.31, with the large 
difference between first-order and total-effect revealing substantial interaction effects. 
This makes sense theoretically: inequality interacts with labor share decline (both 
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products of automation) to create compound political exclusion through both diminished 
labor power and elite capture simultaneously. 

Total factor productivity growth registers S = 0.08 and T = 0.14, indicating modest 
importance. This perhaps surprising result reflects that TFP growth has ambiguous effects: 
higher TFP raises output and potentially wages, but also enables more rapid automation 
adoption as firms capture productivity gains. The offsetting effects mean TFP growth 
uncertainty contributes less to coalition variance than might be expected from its 
prominence in growth theory. The labor share political power exponent (γ_L) shows S = 
0.07 and T = 0.12, demonstrating moderate importance. While theoretically crucial—this 
parameter determines how sensitively political power responds to economic share—
empirical calibration constrains it sufficiently tightly that residual uncertainty contributes 
modestly to outcome variance. 

Fiscal capacity parameters collectively contribute S = 0.06 and T = 0.11, indicating limited 
importance for coalition outcomes in this framework. This reflects that fiscal stress 
operates primarily through stability rather than coalition size, and that fiscal constraints 
bind relatively late in the simulation period after coalition narrowing has already occurred. 
Other parameters including initial conditions, behavioral elasticities, and agent-based 
model specifications collectively contribute approximately 0.04 first-order variance, 
indicating that while they matter for model realism and validation, they do not substantially 
drive uncertainty about coalition trajectories. 

The dominance of automation rate in variance decomposition has important implications 
for research priorities and policy focus. Empirical research to narrow uncertainty about 
automation adoption speeds would reduce total outcome uncertainty by up to 65 percent, 
dwarfing the value of refining other parameter estimates. From a policy perspective, 
interventions that slow automation or shape its trajectory (through taxation, regulation, 
alternative technological development) would have leverage roughly 4× larger than 
interventions targeting secondary mechanisms like wage rigidity or inequality. This does 
not mean secondary policies are unimportant—they remain crucial for shaping outcomes 
conditional on automation rates—but it clarifies that automation speed is the key strategic 
variable determining whether dystopian trajectories materialize. 
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Graphic 12: Monte Carlo Analysis and Sobol Sensitivity Results 

 
Description: Monte Carlo analysis with 1,000 simulations using Latin Hypercube Sampling varies 42 parameters 
simultaneously within empirically justified ranges (±20-40%), producing coalition size outcomes in 2034 with median 
32%, mean 33.2%, standard deviation 3.8pp, and 80% confidence interval [28%, 38%], where 95% of runs fall below 40% 
(oligarchy/autocracy threshold), demonstrating robust qualitative findings despite extensive parameter uncertainty. 
Sobol variance decomposition reveals automation rate dominates with 42% first-order variance contribution and 65% 
total-effect (including interactions), accounting for two-thirds of all outcome uncertainty and providing 4× greater policy 
leverage than secondary mechanisms like wage rigidity (24% total-effect), inequality penalty (31% with large interaction 
effects), or TFP growth (14%). The narrow 10 percentage point range despite varying 42 parameters simultaneously 
indicates the concerning political trajectory represents a robust phenomenon across the vast majority of plausible 
parameter combinations rather than a point estimate contingent on precise calibration, with research narrowing 
automation uncertainty potentially reducing total variance by 65%. 

5.3 Scenario Comparison: Alternative Automation Trajectories 

To complement the probabilistic Monte Carlo analysis, I examine four discrete automation 
scenarios representing qualitatively different potential futures: very rapid automation 
reaching 80 percent by 2034, rapid automation at 60 percent (the baseline), moderate 
automation at 40 percent, and gradual automation limited to 25 percent. These scenarios 
span the range from aggressive technology-optimist projections to conservative 
technology-skeptic views, providing clear contrasts that illuminate how sensitive political 
outcomes are to automation speeds. 
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The very rapid automation scenario, reaching 80 percent automation by 2034, represents 
the upper bound of industry forecasts where breakthroughs in artificial intelligence enable 
automation of currently difficult tasks including complex physical manipulation, creative 
problem-solving, and nuanced human interaction. Under this trajectory, coalition size 
collapses to just 24 percent by 2034, falling below even the 28 percent autocratic floor in 
the baseline calibration and requiring adjustment of minimum coalition assumptions. 
Political stability deteriorates to 18 on the 100-point scale, comparable to failed states 
experiencing civil conflict like Yemen (stability 15), Somalia (12), and Syria (8) at their 
nadirs. The Gini coefficient reaches 0.68, exceeding any currently observed national 
inequality level and approaching theoretical maximums where all income accrues to a tiny 
elite. Labor share falls to 18 percent, implying that over 80 percent of national income 
accrues to capital owners while workers receive less than one-fifth despite comprising the 
vast majority of the population. 

This very rapid scenario illustrates that there exist plausible—if pessimistic—technological 
trajectories under which political collapse in the United States baseline could occur even 
faster and more completely than the primary projection suggests. The mechanisms are 
identical to the baseline but amplified: faster automation means more rapid displacement, 
sharper labor share decline, faster inequality growth, and accelerated coalition narrowing. 
The timing of critical transitions would accelerate by 2-3 years: the democratic threshold 
would be crossed in 2026 rather than 2028, the oligarchic transition would occur in 2029 
rather than 2031, and full autocratic consolidation would complete by 2031 rather than 
2033. This acceleration of the tipping point timeline has profound implications for policy 
response windows. If very rapid automation materializes, the window for democratic 
intervention in the U.S. may be just 1-2 years (2025-2027) rather than the 4-5 years (2025-
2029) under baseline assumptions, dramatically constraining the available time for 
institutional adaptation. 

The rapid automation scenario at 60 percent represents the baseline examined throughout 
the paper and requires no additional discussion beyond noting that it occupies a middle 
position between optimistic and pessimistic technological forecasts. Coalition size 
reaches 32 percent, stability 32, Gini 0.60, and labor share 25 percent by 2034 as 
described in previous subsections. 

The moderate automation scenario, with automation rate reaching 40 percent by 2034, 
represents a technology-skeptic view where artificial intelligence proves harder to deploy 
than enthusiasts predict, regulatory constraints limit adoption speed, or economic factors 
(insufficient demand to justify capital investments, high transition costs) slow diffusion. 
Under this trajectory, coalition size declines to 45 percent by 2034—still oligarchic but 
avoiding the autocratic territory of more rapid scenarios. This 45 percent coalition 
represents competitive oligarchy where elites contest among themselves for political 
power while excluding the majority, comparable to late 19th century limited-franchise 
democracies or contemporary systems with extreme wealth-based political inequality. 
Political stability reaches 52, barely above the 50 threshold distinguishing stable from 
fragile regimes, suggesting substantial political stress but not imminent collapse. 



48 
 

Inequality rises to Gini 0.48, matching U.S. historical peaks but not reaching the extreme 
levels of the rapid scenarios. 

Critically, the moderate automation scenario still produces oligarchic political outcomes 
despite automation rates only 40 percent—well below the aggressive industry forecasts 
and representing cautious rather than optimistic projections. This demonstrates that the 
concerning political trajectories do not depend on extraordinary technological 
breakthroughs or worst-case automation speeds. Even moderate automation—perhaps 
the most likely outcome given historical patterns where transformative technologies 
typically take longer to deploy than initial forecasts suggest—generates regime transitions 
from democracy toward oligarchy. The difference between moderate and rapid scenarios 
is primarily one of degree (oligarchy versus autocracy) and timing (transitions occurring 2-3 
years later) rather than fundamental qualitative outcomes (democratic stability 
preserved). 

The gradual automation scenario, limited to 25 percent by 2034, represents the most 
optimistic case where automation adoption stalls due to technical barriers, regulatory 
restrictions, social resistance, or economic constraints. This would imply automation 
grows only 10 percentage points over the decade (15 percent to 25 percent), barely 
exceeding the historical rate of technological change in previous decades. Under this 
trajectory, coalition size declines to 62 percent by 2034, remaining in restricted democracy 
territory above the 50 percent oligarchic threshold. Political stability reaches 68, in the 
stable democratic range though below the 75+ level typical of robust democracies. 
Inequality rises to Gini 0.38, comparable to current U.S. levels and representing significant 
inequality growth but not approaching the extremes of faster automation scenarios. 

The gradual scenario demonstrates that if automation can be constrained to proceed at 
roughly the pace of previous technological transitions, democratic institutions may survive 
though under strain. The 62 percent coalition represents restricted democracy 
comparable to late 20th century systems with substantial wealth-based political inequality 
but formal democratic procedures and competitive elections. While far from ideal, this 
outcome avoids the oligarchic or autocratic collapse of faster automation trajectories. 
Importantly, however, achieving this gradual pace likely requires deliberate policy 
intervention rather than spontaneous market outcomes. Historical patterns suggest that 
transformative technologies accelerate absent regulation, as profit incentives drive rapid 
adoption. Maintaining a gradual pace would require sustained policy choices—automation 
taxation that raises adoption costs, labor protections that preserve employment, industrial 
policies supporting labor-intensive sectors, or even direct regulation limiting automation in 
certain domains. 

The comparison across scenarios reveals a crucial threshold: automation rates above 
approximately 35 percent trigger oligarchic transitions in over 90 percent of Monte Carlo 
simulations, while rates below 35 percent permit restricted democratic outcomes in the 
majority of cases. This 35 percent threshold represents a critical boundary between 
political futures—below it, democracy strains but potentially survives with institutional 
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adaptation; above it, regime transitions toward oligarchy or autocracy become nearly 
inevitable given the model’s mechanisms. This threshold insight provides clear policy 
guidance: interventions that constrain automation growth to roughly 2 percentage points 
annually (moving from current 15 percent to threshold 35 percent over 10 years) could 
potentially preserve democratic institutions, while faster adoption rates exceed adaptive 
capacity. 

An important caveat to scenario analysis concerns the assumption that automation rates 
are exogenously chosen parameters. In reality, automation speeds reflect endogenous 
firm decisions driven by relative prices of labor versus capital, expected returns on 
automation investments, financing conditions, regulatory environment, and technological 
progress. Future work should endogenize automation choice, modeling how firms respond 
to policies like automation taxation or labor subsidies. Such endogenous analysis might 
reveal that policies can more effectively shape automation trajectories than exogenous 
scenarios suggest, or conversely that market forces make rapid automation difficult to 
constrain without politically infeasible interventions. 

6. Mechanisms and Causal Identification 

Having documented the empirical results showing dramatic coalition collapse under rapid 
automation, I now examine the specific causal mechanisms through which automation 
affects political outcomes. Understanding mechanisms serves two purposes: it provides 
theoretical validation that the model captures genuine cause-effect relationships rather 
than spurious correlations, and it identifies specific points of policy leverage where 
interventions might interrupt the causal chains. I organize the analysis around three 
primary channels: the labor market channel through which automation displaces workers 
and depresses wages, the political economy channel through which economic 
marginalization translates into political exclusion, and the fiscal channel through which tax 
base erosion and spending pressures create government fiscal stress. 

6.1 Labor Market Channel: From Automation to Labor Share Decline 

The first mechanism in the causal chain runs from automation through labor displacement 
to labor share decline. This channel operates through three sequential steps, each of 
which I can validate using simulation evidence and comparison to empirical patterns. The 
initial step involves automation directly reducing effective labor through the relationship 
L_eff,t = (1 - automation_t) × L_t. When automation increases from 15 percent to 60 
percent, effective labor falls from 85 percent of the workforce to 40 percent, a 45 
percentage point decline. This mechanical relationship reflects the technological reality 
that automation substitutes capital for labor in production processes—robots replace 
factory workers, algorithms replace clerical staff, automated vehicles replace drivers, AI 
systems replace analysts. 

The agent-based model provides micro-level validation of this displacement mechanism 
through individual worker trajectories. Tracking workers in routine occupations (those with 
task content scores above 0.6 on routine task intensity measures constructed following 
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Autor and Dorn 2013), 43 percent transition from employed to unemployed status over the 
simulation period as firms in their sectors adopt automation. In contrast, workers in non-
routine occupations experience only 18 percent unemployment risk, demonstrating that 
displacement concentrates among routine task workers as predicted by task-based 
automation theories. The sectoral pattern of displacement matches empirical evidence 
from Acemoglu and Restrepo (2020) who find that manufacturing industries and 
administrative occupations show the strongest automation-employment relationships, 
while professional services and manual service jobs prove more resilient. 

Geographic patterns of displacement, while not explicitly modeled spatially in the baseline 
simulation, can be inferred from firm-level heterogeneity. Firms with above-median 
automation intensity (automation rates > 0.45) reduce employment by an average of 32 
percent, while firms with below-median automation reduce employment by only 14 
percent. In reality, high-automation and low-automation firms cluster geographically due 
to industry composition, historical industrial structure, and regional economic 
specialization. This implies that job losses concentrate in regions historically dependent 
on manufacturing, logistics, and routine-intensive services—precisely the pattern Autor, 
Dorn, and Hanson (2013) document for China trade shock impacts and similar to the 
concentrated displacement expected from automation. The geographic concentration of 
displacement amplifies political effects by destroying entire communities’ economic 
bases simultaneously, eroding collective capacity for political organization rather than 
merely affecting scattered individuals. 

The second step in the labor market mechanism involves the translation of employment 
decline into labor share decline through wage dynamics. Even if total employment 
remained constant, labor share would fall if wages stagnated relative to productivity 
growth. The wage equation w_t = w_(t-1) × [1 + (1-θ) × productivity_growth_t × 
employment_rate_t] generates precisely this pattern through two channels. The wage 
rigidity parameter θ = 0.5 means that even with high employment, wages capture only half 
of productivity growth rather than the full amount that would occur under perfect labor 
market flexibility. This systematic wage lag behind productivity represents real wage 
rigidity documented extensively in labor economics literature (Bewley 1999; Blanchard and 
Galí 2007). The employment rate multiplier creates additional wage depression as 
unemployment rises: with employment falling from 85 percent to 48 percent, the 
employment multiplier declines from 0.85 to 0.48, nearly halving the wage growth 
response to any given productivity increase. 

The combination of direct employment reduction and wage stagnation drives labor share 
from 55 percent to 25 percent over the decade. I can decompose this 30 percentage point 
decline into two components using counterfactual simulations. In a counterfactual where 
employment falls but wages adjust flexibly to maintain constant labor share, I would need 
wages to rise substantially to offset employment declines—specifically, wages would need 
to increase by approximately 90 percent to maintain 55 percent labor share with 40 
percent effective employment. The actual wage decline of 21 percent represents a gap of 
111 percentage points from this counterfactual, indicating that wage rigidity and 
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suppression account for the majority of labor share decline. Roughly 70 percent of labor 
share erosion reflects mechanical employment reduction (40/85 ≈ 0.47 remaining 
employment implies 53 percent labor share decline holding wages constant), while 30 
percent reflects wages failing to adjust upward to compensate for employment losses. 

Historical validation of this mechanism comes from comparing simulation results to 
observed labor share trends during partial automation periods. From 1980 to 2020, U.S. 
labor share fell from approximately 63 percent to 60 percent, a 3 percentage point decline 
as automation increased from roughly 5 percent to 15 percent (10 percentage point 
automation increase). The model predicts that 10 percentage point automation increase 
generates 4.2 percentage point labor share decline, overshooting historical experience by 
1.2 points. This modest overprediction likely reflects that historical automation proceeded 
more gradually with longer adjustment periods enabling some labor reallocation to new 
sectors, whereas the simulation’s 10-year horizon compresses adjustment. Adjusting for 
the different time scales, the model closely matches historical experience, validating that 
the labor share mechanism operates as theorized. 

Cross-country validation provides additional evidence. Countries with strong wage rigidity 
from union coverage and labor market institutions (Germany θ ≈ 0.65, Sweden θ ≈ 0.80) 
show smaller labor share declines than predicted by employment changes alone, as 
wages maintain better purchasing of productivity gains. Conversely, countries with flexible 
labor markets (United States θ ≈ 0.50, United Kingdom θ ≈ 0.45) show larger labor share 
declines consistent with wages failing to keep pace with productivity. This cross-country 
pattern validates that wage rigidity plays the role attributed to it in the model, amplifying or 
dampening the translation of employment loss into labor share decline depending on 
institutional configurations. 

6.2 Political Economy Channel: From Economic Marginalization to Political 
Exclusion 

The second major causal mechanism translates labor market deterioration into political 
coalition narrowing through the relationship between economic relevance and political 
power. This mechanism operates through the coalition size function w_t = w_min + (w_max 
- w_min) × labor_power_t - inequality_penalty_t, where labor_power_t = 
(labor_share_t/55)^2.5 × (employment_rate_t)^2.0. The superlinear exponents create a 
nonlinear mapping from economic to political power, generating rapid political collapse as 
economic position erodes. 

The labor share component operates through what I term the “economic relevance 
channel”: workers’ political influence derives fundamentally from their role in production 
and their share of national income. When labor share stands at 55 percent, workers 
collectively receive more than half of national income, creating substantial economic 
leverage. They can credibly threaten work stoppages that halt production, they possess 
financial resources to support political organizations and advocacy, they comprise a large 
consumer base whose spending drives aggregate demand, and they participate in social 
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institutions (unions, professional associations, community organizations) that facilitate 
collective political action. As labor share falls to 25 percent, workers’ leverage erodes 
across all these dimensions: strikes become less costly to employers who rely primarily on 
capital rather than labor; workers lack financial resources for political contributions and 
advocacy; consumer power shifts toward the capital-owning minority with concentrated 
income; and economic marginalization undermines the social infrastructure of collective 
action as unemployed and precarious workers withdraw from organizational participation. 

The superlinear exponent γ_L = 2.5 on the labor share term captures these compounding 
disadvantages. The calibration to 2.5 rather than a linear 1.0 or even mildly superlinear 1.5 
reflects empirical evidence from Piketty (2020) and Gilens and Page (2014) that political 
influence maps nonlinearly from economic shares. When labor share halves from 50 
percent to 25 percent, political power does not halve but rather declines by factor (0.5)^2.5 
≈ 0.177, an 82 percent reduction. This dramatic nonlinearity means that labor share 
declines generate even larger political power collapses, creating the rapid coalition 
narrowing observed in simulations. 

The employment component operates through what I term the “mobilization capacity 
channel”: employed workers possess resources, networks, and social identity that 
facilitate political participation, while unemployed and marginalized workers face multiple 
barriers. Employed workers have stable addresses facilitating voter registration, 
workplace-based social networks enabling political mobilization, regular schedules 
accommodating civic engagement, financial resources covering participation costs 
(transportation, childcare, time opportunity costs), and social identity as productive 
citizens motivating political engagement. Unemployed workers often lack stable housing, 
experience social isolation, face irregular time availability, struggle with financial 
constraints, and suffer psychological discouragement reducing perceived political 
efficacy. 

The quadratic employment exponent γ_E = 2.0 captures these multiplicative barriers. 
When employment falls from 80 percent to 40 percent (halving), political power through 
the employment channel declines by factor (0.5)^2.0 = 0.25, a 75 percent reduction rather 
than the 50 percent reduction implied by linear mapping. This quadratic relationship 
reflects that barriers to participation compound rather than simply adding: a worker who is 
both unemployed AND financially stressed AND socially isolated faces greater than 
additive barriers, consistent with empirical evidence on political participation correlates 
from Rosenstone and Hansen (1993) and Verba, Schlozman, and Brady (1995). 

Micro-level evidence from the agent-based model validates these mechanisms by tracking 
individual workers’ coalition membership status over time. In 2025, 85 percent of workers 
meet coalition membership criteria (employed with above-median wages). By 2034, only 
35 percent meet these criteria. I can decompose this 50 percentage point decline into 
employment and wage components. Of the 500 workers who exit the coalition, 280 (56 
percent) do so primarily because they become unemployed—losing employment is 
sufficient to trigger exit regardless of previous wage levels. Another 160 workers (32 
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percent) exit because despite remaining employed, their wages fall below the declining 
median as labor market competition intensifies. The remaining 60 workers (12 percent) exit 
through interaction effects where both employment status and wages deteriorate 
simultaneously. This decomposition reveals that unemployment dominates coalition exits 
in terms of numbers, but the wage channel accounts for one-third of exclusion even 
among those who retain jobs. 

The inequality penalty mechanism provides a third channel through which economic 
change affects political coalitions. The term inequality_penalty_t = [(Gini_t - 
0.28)/0.40]^1.5 × 0.35 captures how concentrated wealth enables elite capture of political 
processes independent of labor market dynamics. As inequality rises from Gini 0.30 to 
0.60, the inequality penalty grows from near zero to 35 percentage points, directly 
subtracting from coalition size. This operates through mechanisms documented in 
political economy literature: concentrated wealth enables disproportionate campaign 
contributions influencing electoral outcomes (Bonica et al. 2013), media ownership and 
control shaping public discourse (Bagdikian 2004), revolving-door employment between 
government and industry aligning elites (Zingales 2012), expensive lobbying operations 
influencing legislation (Hertel-Fernandez 2019), and social networks providing informal 
influence channels (Mizruchi 2013). 

Cross-country evidence validates the inequality penalty mechanism. Comparing the 
United States (Gini 0.41, weak labor institutions) to Sweden (Gini 0.27, strong labor 
institutions), the model predicts substantially larger inequality penalties in the U.S. 
contributing to faster coalition decline. This matches observational evidence: Gilens and 
Page (2014) find that economic elites’ preferences dominate U.S. policymaking with near-
zero relationship between average citizen preferences and policy outcomes, while 
research on Swedish politics (Esaiasson and Holmberg 1996) finds much stronger policy 
responsiveness to median voters. The differential inequality penalties capture this 
contrast, demonstrating that the mechanism operates as theorized. 

6.3 Fiscal Channel: Tax Base Erosion and Spending Pressures 

The third major mechanism involves fiscal dynamics creating government capacity 
constraints that undermine stability and policy responsiveness. This channel operates 
through the government budget constraint Fiscal_balance_t = Tax_revenue_t - 
Social_spending_t, where revenues erode as the tax base shifts from high-tax labor income 
to low-tax capital income while spending rises driven by unemployment and inequality. 

Tax revenue dynamics follow from the compositional shift in national income. With labor 
taxed at τ_L = 25 percent and capital at τ_K = 15 percent, the effective average tax rate 
depends on factor shares: Effective_tax_rate = 0.25 × labor_share + 0.15 × (1 - 
labor_share). When labor share stands at 55 percent, the effective rate is 20.75 percent. 
When labor share falls to 25 percent, the effective rate declines to 17.5 percent, a 3.25 
percentage point reduction. Measured as a share of GDP, tax revenue falls from 20.75 
percent to 17.5 percent of output even before accounting for GDP changes. Since GDP 
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grows through productivity gains but labor income shrinks, the actual revenue as fraction 
of GDP falls further to approximately 11.8 percent by 2034 in the simulation. 

This revenue erosion reflects a fundamental asymmetry in tax systems: labor income faces 
payroll taxes (Social Security, Medicare), progressive income taxation with limited 
deductions, and often state and local income taxes, while capital income receives 
preferential treatment through lower rates on dividends and capital gains, deferral of 
taxation on unrealized gains, and step-up of basis at death. These features, originally 
designed to encourage capital formation and investment, become problematic when 
capital share rises dramatically as under rapid automation. The tax system’s bias toward 
labor taxation made sense when labor commanded 60-65 percent of national income, but 
becomes unsustainable when labor share falls to 25 percent and capital receives 75 
percent of income yet faces lower effective rates. 

Social spending dynamics operate through the equation Social_spending_t = [σ_0 + 
σ_unemp × unemployment_t + σ_Gini × (Gini_t - 0.30)] × Y_t, creating expenditure growth 
driven by labor market distress. The baseline spending of 10 percent of GDP covers Social 
Security pensions, Medicare, Medicaid, and other established programs. The 
unemployment response coefficient σ_unemp = 0.50 implies that 32 percent 
unemployment generates additional spending equal to 16 percent of GDP, primarily 
through expanded unemployment insurance claims, means-tested transfer program 
enrollment (food assistance, housing support, temporary assistance), and emergency aid 
programs. The inequality response σ_Gini = 15 implies that Gini increase from 0.30 to 0.60 
generates additional spending equal to 4.5 percent of GDP, reflecting political pressure for 
redistribution as inequality becomes extreme and social tensions rise. 

The combined fiscal dynamics create a scissors crisis where revenues and spending move 
in opposite directions. Revenues fall from 18.5 percent of GDP to 11.8 percent (decline of 
6.7 points) while spending rises from 14 percent to 28.2 percent (increase of 14.2 points). 
The fiscal balance deteriorates from -3.5 percent deficit to -22 percent deficit, an 18.5 
percentage point deterioration. This trajectory is unsustainable: with debt already at 120 
percent of GDP in 2025, the 22 percent annual deficits drive debt to 312 percent of GDP by 
2034, entering sovereign debt crisis territory where interest payments alone consume over 
one-third of revenues. 

Historical validation of this fiscal mechanism comes from examining countries that have 
experienced fiscal crises during economic transitions. Greece from 2010-2015 provides a 
particularly relevant comparison: facing debt crisis and imposed austerity, Greece’s fiscal 
balance deteriorated from -10 percent to -15 percent of GDP as recession-driven revenue 
collapse outpaced spending cuts. The austerity measures generated social unrest, 
political instability (Polity score declined from 10 to 7), and regime stress comparable to 
the model’s stability predictions. Portugal, Spain, and Ireland experienced similar though 
less severe fiscal stress during the Eurozone crisis, each seeing stability declines and 
political turmoil correlated with fiscal deterioration. Puerto Rico’s ongoing fiscal crisis 
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provides another example where debt reaching 100+ percent of GDP, revenue shortfalls, 
and mandatory spending cuts triggered political instability and population exodus. 

The fiscal stress mechanism feeds back to reinforce political coalition narrowing and 
stability erosion through two channels. First, governments facing revenue constraints and 
debt crises typically respond through austerity—cutting social spending, reducing public 
employment, eliminating programs—that further harms workers’ economic positions and 
political engagement. Unemployed workers losing unemployment benefits or housing 
assistance face additional barriers to political participation, accelerating coalition decline. 
Second, fiscal crises themselves undermine regime stability by demonstrating government 
incapacity, eroding public confidence in institutions, creating opportunities for populist 
movements or authoritarian alternatives, and generating distributional conflicts between 
creditors demanding payment and citizens demanding services. The fiscal mechanism 
thus does not merely reflect automation’s political consequences but actively amplifies 
them through feedback loops. 

7. Policy Interventions and Institutional Responses 

Having documented the concerning baseline trajectory of coalition collapse and identified 
the causal mechanisms, I now examine policy interventions that might interrupt these 
dynamics and preserve political stability while capturing productivity gains from 
automation. I evaluate four major intervention categories: universal basic income indexed 
to automation rates, progressive capital taxation with wealth taxes, labor market reforms 
including sectoral bargaining and skills investment, and combinations forming 
comprehensive policy packages. For each intervention, I simulate implementation within 
the model framework, measure impacts on coalition size and stability, assess fiscal 
sustainability, and evaluate political feasibility. 

7.1 Universal Basic Income Indexed to Automation Rates 

Universal basic income has emerged as a prominent policy response to automation-driven 
displacement, providing unconditional cash transfers to all citizens regardless of 
employment status. However, simple fixed-level UBI proposals often prove either too 
expensive to be fiscally sustainable or too modest to substantially affect labor share and 
coalitions. I therefore examine a novel variant: automation-indexed UBI that scales with 
automation rates, providing larger transfers as automation accelerates and displacement 
intensifies. 

The policy specification is UBI_t = $12,000 + (automation_t × $30,000), meaning that at 
current automation levels (15 percent), UBI provides $16,500 annually, rising to $30,000 as 
automation reaches 60 percent. This indexation creates automatic stabilization: as 
automation displaces workers and erodes labor income, UBI compensates by rising 
proportionally, maintaining aggregate worker income even as market wages fall. The 
$12,000 baseline represents poverty-line income, ensuring survival-level support even 
without automation. The $30,000 scaling factor means that full automation (if it were to 
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reach 100 percent) would provide $42,000 per person, roughly median income in current 
dollars, enabling decent living standards from transfers alone. 

To implement UBI in the model, I add UBI transfers to workers’ total income and 
recalculate effective labor share: Effective_labor_share_t = (wage_income_t + UBI_total_t) 
/ Y_t × 100. This treatment reflects that UBI, while not strictly “labor income” from market 
work, functions economically as worker compensation and shapes political coalitions 
comparably to wages. Workers receiving substantial UBI maintain consumption capacity, 
political resources, and social standing even if unemployed, preserving their inclusion in 
political coalitions where they would otherwise be excluded. 

The simulation results demonstrate substantial ameliorative effects. Coalition size in 2034 
rises from 32 percent in the baseline to 52 percent with automation-indexed UBI, a 20 
percentage point improvement. While 52 percent still represents oligarchic configuration 
rather than full democracy, this prevents the descent into autocratic territory below 35 
percent and maintains competitive elite politics rather than narrow ruling clique dynamics. 
Political stability rises from 32 to 48, crossing back above the 50 threshold from fragile 
state territory to stable regime territory, though still well below robust democracy levels. 
Inequality measured by Gini declines from 0.60 to 0.48 as UBI provides income floor and 
compresses the distribution, matching current U.S. inequality rather than approaching 
Brazil/South Africa extremes. 

The mechanism through which UBI achieves these improvements operates primarily 
through the effective labor share channel. With UBI supplementing market wages, total 
worker income declines much less sharply than in the baseline. Effective labor share falls 
only to 42 percent rather than 25 percent, maintaining workers’ economic relevance at 
roughly 75 percent of baseline levels rather than 45 percent. Through the superlinear 
coalition function, this substantial preservation of economic position translates into 
dramatic political benefits: (42/55)^2.5 ≈ 0.52 versus (25/55)^2.5 ≈ 0.18 in baseline, nearly 
tripling labor’s political power compared to the no-UBI scenario. 

Fiscal sustainability analysis reveals that automation-indexed UBI, while expensive, 
remains affordable given productivity gains from automation. The average UBI payment 
over the simulation period (averaging across automation rates from 15 percent to 60 
percent) is approximately $24,000 per person. With adult population of 270 million, total 
annual cost reaches $6.5 trillion by 2034, representing roughly 24 percent of projected 
GDP. However, this gross cost overstates net fiscal impact for several reasons. First, UBI 
replaces existing transfer programs (unemployment insurance, food assistance, housing 
support, disability payments) worth approximately $1.2 trillion currently, and these 
programs would expand substantially under automation pressure in the baseline scenario, 
reaching perhaps $2.5 trillion. Second, UBI generates tax revenue through consumption 
taxes and income taxes on the UBI itself if structured as taxable income, recovering 
approximately 20 percent of gross costs or $1.3 trillion. Third, productivity gains from 
automation raise GDP by approximately 25 percent above baseline projections, creating 
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roughly $5 trillion in additional output by 2034 that provides the economic basis for 
transfers. 

The net fiscal cost after accounting for replaced programs, generated revenue, and 
expanded GDP is approximately 11 percent of GDP or $3 trillion annually by 2034. This 
remains substantial but fiscally sustainable if financed through progressive taxation. I 
propose funding automation-indexed UBI through three revenue sources: a 2 percent 
automation tax on AI and robotics capital generating $400 billion, increasing top marginal 
income tax rates from 37 percent to 45 percent generating $600 billion, introducing a 
financial transactions tax of 0.1 percent generating $200 billion, and allowing a small fiscal 
deficit of 3-4 percent of GDP covered through debt issuance justified by productivity gains. 
These combined revenues of $1.2 trillion plus deficit financing of $1 trillion provide the $3 
trillion net cost, achieving fiscal balance. 

The political feasibility of universal basic income in the United States depends critically on 
timing. In 2025-2027 when coalitions would remain broad (>75 percent), progressive 
taxation to fund UBI could command democratic majority support and overcome elite 
opposition through conventional democratic politics. By 2028-2029 when coalitions would 
narrow to 65-70 percent, political contestation would intensify and passage becomes 
uncertain but remains possible if framed as preventing further economic deterioration and 
appealing to median voters’ self-interest. After 2030 when coalitions would fall below 60 
percent and oligarchic dynamics consolidate, elite minorities would gain effective veto 
power through campaign finance dominance, lobbying influence, and captured political 
institutions. At this point, UBI becomes politically infeasible despite remaining 
economically beneficial and necessary, illustrating the tragedy of delayed intervention. 

Cross-country evidence supports UBI’s potential effectiveness while highlighting 
implementation challenges. Alaska’s Permanent Fund Dividend, distributing oil revenues 
to all residents since 1982, demonstrates administrative feasibility and broad political 
support (81 percent Alaskans support the dividend in recent polling). The dividend 
averages $1,600 annually, too small to generate measurable labor market or political 
effects but proving that universal cash transfers can be politically durable. Kenya’s 
GiveDirectly experiments with unconditional cash transfers show that recipients use 
transfers productively (starting businesses, improving housing, investing in education), 
contrary to moral hazard concerns that UBI critics often raise. Finland’s 2017-2018 UBI 
pilot, while small-scale and methodologically limited, found no adverse employment 
effects and improvements in wellbeing, suggesting that UBI need not generate massive 
work disincentives as some economists fear. 

7.2 Progressive Capital Taxation and Wealth Redistribution 

The second major policy intervention addresses inequality through the tax side rather than 
the transfer side, implementing sharply progressive taxation of capital income and 
accumulated wealth to compress post-tax inequality and generate revenue for public 
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investment and redistribution. This approach targets the inequality penalty mechanism 
directly rather than working through labor share preservation. 

The policy specification involves three components. First, tiered capital income taxation 
with rates of 15 percent on capital income below $100,000 (matching current preferential 
treatment for middle-class savers), 25 percent on income from $100,000 to $1 million 
(removing the preference for high earners), and 35 percent on income above $1 million 
(approaching labor income tax rates). Second, wealth taxation at 1 percent annually on net 
worth above $10 million and 2 percent on net worth above $50 million, following Saez and 
Zucman’s (2019) proposals. Third, elimination of stepped-up basis at death and capital 
gains tax forgiveness, closing major loopholes that currently enable tax avoidance. 

Implementation in the model adjusts the Gini coefficient evolution equation to account for 
post-tax income distribution. Pre-tax Gini reaches 0.60 under baseline automation as 
previously described, but progressive capital taxation compresses the distribution by 
redistributing from top earners to the government for public spending. I calculate post-tax 
Gini by applying the tax schedule to the simulated income distribution, finding that post-
tax Gini reaches 0.48 rather than 0.60, a substantial 12 percentage point compression. 
This mirrors the empirical effect of Nordic redistributive taxation which compresses 
market Gini of 0.42-0.45 down to disposable income Gini of 0.25-0.28 through progressive 
taxation and transfers. 

The simulation results show meaningful impacts on coalition and stability. Coalition size in 
2034 rises from 32 percent baseline to 45 percent with progressive capital taxation, a 13 
percentage point improvement. While smaller than the UBI effect (which achieved 20 
percentage points), this remains substantial and moves the regime from autocratic to 
oligarchic territory. Political stability rises from 32 to 41, remaining in fragile regime 
territory but avoiding complete collapse. The Gini compression from 0.60 to 0.48 directly 
reduces the inequality penalty term by 12 percentage points, accounting for the majority of 
coalition improvement. 

An important finding concerns the economic efficiency costs of progressive capital 
taxation. Standard Ramsey taxation theory suggests that capital taxes generate larger 
deadweight losses than labor taxes because capital supply is more elastic—investors can 
relocate capital abroad, defer income recognition, or reduce savings rates in response to 
taxation. The model incorporates this concern through an investment response: I assume 
that 35 percent capital taxation reduces aggregate investment by 8 percent relative to the 
15 percent baseline rate, slowing capital accumulation and modestly reducing long-run 
GDP. 

However, this efficiency cost must be weighed against three countervailing 
considerations. First, the stability gains from reduced inequality may dominate efficiency 
losses if political instability destroys productive capacity through regime collapse, civil 
conflict, or institutional breakdown. A politically stable economy growing at 2.2 percent 
(after investment reduction) generates far more cumulative output over decades than an 
unstable economy growing at 2.5 percent but subject to periodic crises that destroy capital 
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and disrupt production. Second, progressive capital taxation may improve allocative 
efficiency by reducing speculative financial activities and directing investment toward 
productive sectors, partially offsetting the savings disincentive. Third, the revenue 
generated enables public investments in infrastructure, education, research, and health 
that raise productivity and may offset private investment reductions. 

Cross-country evidence from high-tax economies provides empirical validation. Denmark, 
with top marginal tax rates exceeding 55 percent and wealth taxes, achieves higher GDP 
per capita and productivity growth than the United States despite seemingly punitive 
taxation. This reflects that Nordic taxation funds human capital investments, 
infrastructure, and social insurance that raise productivity and enable labor force 
participation, generating economic returns that offset tax disincentives. Conversely, low-
tax emerging economies often grow slowly despite capital-friendly policies because 
inequality, political instability, and inadequate public goods constrain productivity growth. 

Political feasibility of progressive capital taxation faces similar timing constraints as UBI. 
Wealth taxes require coalition support above 55 percent to overcome elite opposition, 
creating a 2025-2029 window for implementation. After 2030, capital owners’ political 
power becomes dominant and tax increases become infeasible—indeed, the equilibrium 
likely involves further tax reductions as elite minorities use political control to lower their 
burdens. The Chilean coup of 1973, while involving military intervention, partially reflected 
elite reaction to Allende’s redistribution attempts; elite minorities chose dictatorship over 
wealth taxation. Contemporary examples including resistance to modest tax increases in 
the United States and UK demonstrate that even moderate redistribution faces fierce 
opposition when elite political power is strong. 

7.3 Labor Market Reforms: Sectoral Bargaining and Skills Investment 

The third intervention category targets labor market institutions directly, strengthening 
workers’ bargaining power through sectoral wage negotiation and improving workers’ 
productivity through skills investment. This approach works through both the labor share 
mechanism (stronger bargaining power increases wages) and the employment mechanism 
(better skills reduce displacement risk). 

Sectoral bargaining reform follows the German model where industry-level unions and 
employer associations negotiate wage agreements covering all workers in a sector, not 
just union members. This contrasts with the United States firm-level bargaining where 
union coverage has declined to 10 percent of workers. I model sectoral bargaining 
increasing effective union coverage from 10 percent to 50 percent, raising the wage rigidity 
parameter from θ = 0.5 to θ = 0.65 as collective bargaining enables workers to capture 
larger shares of productivity gains. The calibration to 0.65 reflects that German labor still 
faces some wage adjustment to productivity shocks but substantially less than U.S. 
workers, consistent with empirical estimates from Dustmann et al. (2014). 

Skills investment involves government-funded retraining and education programs at 
$3,000 per worker annually, targeted to workers in high-automation-risk occupations. This 
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funding level exceeds current U.S. spending on workforce development (roughly $500 per 
worker through unemployment insurance and job training programs) but remains modest 
compared to Nordic active labor market policy spending (Denmark spends over $5,000 per 
worker). The intervention in the model increases workers’ skill adjustment rate from the 
baseline 0.02 per year to 0.04 per year, doubling skill accumulation speed while 
maintaining diminishing returns structure. 

The combined simulation results show labor share in 2034 reaches 38 percent rather than 
25 percent baseline, as stronger bargaining power enables workers to claim larger output 
shares and skills investment reduces displacement rates. Coalition size rises to 48 
percent, a 16 percentage point improvement that keeps the regime in oligarchic territory 
rather than autocratic. Unemployment falls from 32 percent to 22 percent as skills 
investment improves matching and enables displaced workers to transition to 
complementary occupations. Median wages, rather than falling 21 percent as in baseline, 
decline only 8 percent, substantially improving living standards for typical workers. 

Decomposing the mechanisms reveals that sectoral bargaining contributes roughly two-
thirds of the effect while skills investment contributes one-third. Sectoral bargaining 
directly raises labor share from 25 percent to 32 percent by increasing wages for employed 
workers, while skills investment raises it further to 38 percent by increasing employment 
rates (more workers employed at given wages yields higher total labor compensation). The 
asymmetric contributions reflect that bargaining power affects all employed workers 
whereas skills investment benefits only those who successfully retrain and find 
employment in complementary occupations. 

An important limitation of labor market reforms involves their sustainability under 
automation pressure. Strong unions and wage bargaining increase labor costs, potentially 
accelerating automation as firms seek to substitute capital for expensive labor. This 
feedback is not modeled explicitly in the baseline simulation but counterfactual analysis 
suggests it could be substantial. If labor market reforms increase automation adoption 
rates from 5 percent per year to 6 percent per year as firms respond to higher labor costs, 
the benefits erode substantially and might even reverse in later periods. Endogenizing 
firms’ automation decisions in future work will be important for assessing whether labor 
market reforms provide durable solutions or merely create incentives that accelerate the 
very displacement they aim to prevent. 

Cross-country evidence provides mixed lessons. Germany has maintained relatively high 
labor share and moderate inequality despite substantial automation adoption, suggesting 
that coordinated bargaining can preserve labor’s position. However, German 
manufacturing employment has declined substantially (from 33 percent of employment in 
1970 to 19 percent in 2020), indicating that bargaining slows but does not prevent 
displacement. France, with even stronger labor protections than Germany, has 
experienced persistent high unemployment (8-10 percent) that some economists attribute 
to rigid labor markets pricing low-skill workers out of jobs. The French experience suggests 
that excessive rigidity might reduce rather than increase labor’s aggregate share by 
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concentrating employment losses on marginal workers who lose jobs entirely rather than 
accepting wage reductions. 

7.4 Comprehensive Policy Package: Synthesis and Political Feasibility 

Rather than implementing policies in isolation, comprehensive intervention likely requires 
combining multiple approaches to address all three causal mechanisms simultaneously. I 
therefore simulate a policy package integrating automation-indexed UBI (addressing 
income maintenance), progressive capital taxation (addressing inequality), sectoral 
bargaining (addressing wage suppression), and skills investment (addressing 
employability). 

The specific package components are: UBI_t = $12,000 + (automation_t × $30,000) as 
previously described; capital income taxation at 25-35 percent tiers plus 1-2 percent 
wealth tax; sectoral bargaining covering 50 percent of workers with wage rigidity rising to 
0.65; and skills investment at $3,000 per worker annually. This represents an ambitious but 
coherent policy agenda comparable in scope to major historical policy shifts including 
New Deal programs in the 1930s or Great Society initiatives in the 1960s. 

The simulation results under the full package show dramatic improvements over baseline. 
Coalition size in 2034 reaches 62 percent rather than 32 percent baseline, a 30 percentage 
point gain that preserves restricted democracy rather than collapsing to autocracy. 
Political stability reaches 65 rather than 32, maintaining stable regime territory though 
below robust democracy levels. Inequality (Gini) reaches 0.42 rather than 0.60, 
comparable to current developed economy levels rather than extreme developing country 
inequality. Labor share reaches 45 percent rather than 25 percent, maintaining workers’ 
economic relevance at substantially higher levels than baseline automation trajectory. 
Unemployment reaches 24 percent rather than 32 percent, still representing a jobs crisis 
but avoiding complete employment collapse. 

The synergies across interventions prove important. UBI alone raises coalition to 52 
percent; adding progressive taxation raises it further to 58 percent; adding labor market 
reforms reaches 62 percent. The 10 percentage point gain from combining all three 
interventions (relative to sequential addition which would predict 52 + 13 + 16 = 81 
percentage points, clearly impossible given upper bound of 85 percent) reflects both 
natural ceiling effects and genuine complementarities. UBI prevents worker immiseration 
that would undermine skills investment effectiveness; progressive taxation funds both UBI 
and skills programs; stronger bargaining power increases wages that determine UBI’s 
relative importance; skills investment preserves employment that gives bargaining power 
meaning. 

Fiscal sustainability of the comprehensive package requires careful analysis given the 
substantial cost of combining interventions. UBI costs $3 trillion net, skills investment 
costs $900 billion (300 million adults × $3,000), and administrative overhead adds perhaps 
$200 billion, totaling $4.1 trillion annually by 2034 or roughly 15 percent of GDP. However, 
progressive taxation generates $2.1 trillion in revenue (from capital taxes, wealth taxes, 
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and higher income tax rates), and GDP growth from productivity gains plus demand 
stimulus from UBI creates an expanded tax base generating another $800 billion in 
revenue. The remaining gap of $1.2 trillion (4.4 percent of GDP) can be financed through 
deficit spending justified by productivity gains and investment returns. 

Critically, this fiscal arithmetic assumes that policies are implemented early when 
coalitions remain broad and tax increases are politically feasible. Delaying implementation 
until after 2030 when oligarchic consolidation occurs makes the package politically 
infeasible despite remaining economically beneficial. Elite minorities at that point 
command sufficient political power to block tax increases and prevent redistribution, 
creating a veto lock where necessary reforms cannot pass. 

The political economy of comprehensive reform thus exhibits a cruel dynamic: policies 
work only if implemented early, but early implementation requires political will to address 
problems that have not yet become crises. This temporal mismatch between optimal 
intervention timing (early, preventive) and political mobilization (late, reactive) creates 
systematic underinvestment in institutional adaptation. Historical examples abound: 
environmental regulations came decades after pollution became obvious, financial 
regulation followed rather than preceded crises, pandemic preparedness remained 
underfunded until disasters struck. The automation challenge may follow similar patterns 
where preventive policy proves politically infeasible until displacement reaches crisis 
levels, at which point the narrow coalitions and fiscal constraints make comprehensive 
response impossible. 

To overcome this dynamic, policy advocates must reframe the debate from “jobs not yet 
lost” to “stability already at risk,” making distant automation scenarios salient today rather 
than waiting for unemployment to materialize. Alaska’s Permanent Fund succeeded 
because it was established before oil wealth accrued, locking in redistribution when elite 
interests were weak. Similarly, automation policy may require early action before 
displacement crystallizes elite opposition. 

8. Robustness Checks and Alternative Specifications 

To assess whether the concerning results depend on particular modeling choices, I 
conduct extensive robustness analysis varying functional forms, parameter assumptions, 
and behavioral specifications. This section presents five major robustness checks: 
alternative coalition function specifications, wider parameter uncertainty ranges, different 
behavioral assumptions in the agent-based model, alternative automation dynamics, and 
institutional variation. 

8.1 Alternative Coalition Function Specifications 

The baseline coalition function uses power law specification with exponents 2.5 on labor 
share and 2.0 on employment. I test three alternatives: linear specification where w_t = 
0.28 + 0.57 × (labor_share/55) × employment_rate; logarithmic specification using w_t = 



63 
 

0.28 + 0.57 × log(labor_share/55 + 1) × log(employment_rate + 1); and extreme nonlinear 
specification with exponents 3.0 and 2.5 creating even steeper political power gradients. 

The linear specification produces 2034 coalition size of 38 percent compared to baseline 
32 percent. Coalition decline remains substantial (from 85 percent to 38 percent, a 47 
percentage point drop) and the regime transitions from democracy to oligarchy. The 
oligarchic threshold would be crossed in 2031 rather than 2030 in the U.S. baseline, and 
the autocratic threshold is narrowly avoided with coalition remaining just above 35 
percent. This demonstrates that even without nonlinear amplification, automation drives 
major coalition narrowing through the direct mechanical effects of declining labor share 
and employment. 

The logarithmic specification generates 35 percent coalition in 2034, nearly identical to 
baseline. The logarithmic functional form creates strongest sensitivity to changes when 
levels are low, meaning that early labor share declines from 55 percent to 45 percent 
generate large political effects while further declines from 35 percent to 25 percent matter 
less. Despite this different structure, the aggregate outcome closely matches the baseline 
power law, suggesting that the concerning trajectory is robust to functional form. 

The extreme nonlinear specification with exponents 3.0 and 2.5 produces 26 percent 
coalition in 2034, falling below the baseline 28 percent autocratic floor and requiring 
adjustment of minimum assumptions. This specification implies that political power 
collapses catastrophically as labor share erodes, with even modest economic 
marginalization triggering complete political exclusion. While this may overstate 
nonlinearities, it demonstrates that more pessimistic assumptions about the economic-
political mapping generate even worse outcomes than the baseline already concerning 
projection. 

Across all four specifications, coalition in 2034 remains below 40 percent—oligarchic or 
autocratic territory—and all show qualitatively similar trajectories of decline from 
democratic to non-democratic configurations. The timing differs by 1-3 years and the final 
level varies within a 12 percentage point range (26 percent to 38 percent), but the 
fundamental result of major regime transition holds across functional forms. This provides 
strong evidence that the concerning findings do not depend on particular curvature 
assumptions but reflect the underlying mechanisms of labor displacement and income 
concentration. 

8.2 Wider Parameter Uncertainty Ranges 

The baseline Monte Carlo analysis varies parameters ±20 percent for well-established 
parameters and ±40 percent for uncertain parameters. I conduct robustness checks with 
uniformly wider variation of ±40 percent for all parameters to stress-test sensitivity. This 
represents aggressive uncertainty, roughly doubling the standard deviation of parameter 
distributions. 



64 
 

Under this wider uncertainty, the distribution of 2034 coalition sizes exhibits greater 
dispersion but similar central tendency. The median remains 32 percent (identical to 
baseline), while the 10th percentile falls to 22 percent and the 90th percentile rises to 45 
percent, creating a 23 percentage point 80 percent confidence interval versus 10 points in 
the baseline. The interquartile range widens from 6 points to 14 points, indicating that 
middle outcomes spread more widely though the median is anchored. 

Critically, even with this very wide parameter uncertainty, 88 percent of simulations still 
produce coalition sizes below 40 percent in 2034—oligarchic or autocratic territory. Only 
12 percent of simulations preserve coalition above 50 percent (oligarchic threshold), and 
merely 3 percent maintain coalition above 60 percent (near the restricted democracy 
range). This demonstrates that the concerning political trajectory is robust even to 
aggressive parameter uncertainty that likely exceeds true epistemic uncertainty about 
most parameters. 

The wider uncertainty reveals some interesting tail behavior. In the most optimistic 2-3 
percent of simulations, coalition remains near 65 percent as exceptionally slow 
automation (reaching only 30 percent by 2034) combined with low wage rigidity (enabling 
flexible adjustment) and weak inequality effects (minimal elite capture) permits 
democratic survival. Conversely, in the most pessimistic 2-3 percent, coalition collapses 
to the 22-24 percent range as very rapid automation (reaching 75 percent) combines with 
high wage rigidity (preventing adjustment) and strong inequality effects (accelerating elite 
capture) to generate near-complete political collapse. These tail scenarios while unlikely 
(2-3 percent probability each) demonstrate the range of potential futures from near-
optimal to catastrophic. 

8.3 Alternative Agent-Based Model Behavioral Assumptions 

The baseline agent-based model assumes myopic workers who do not anticipate 
displacement and therefore do not preemptively invest in skills or adjust consumption. I 
test three alternative behavioral assumptions: forward-looking workers with perfect 
foresight about automation trends, boundedly rational workers who observe recent 
displacement and extrapolate, and pessimistic workers who overestimate displacement 
risk and reduce consumption in precautionary saving. 

Forward-looking workers with perfect foresight invest heavily in skills during early periods 
when automation is still low, attempting to build human capital before displacement risk 
materializes. This generates higher aggregate skill levels and modestly better employment 
outcomes: 2034 unemployment reaches 24 percent rather than 32 percent baseline, as 
better-skilled workers find employment in complementary occupations. Coalition size 
improves to 38 percent rather than 32 percent in the agent-based model, a meaningful but 
not transformative benefit. The limited improvement reflects that even with perfect 
foresight and aggressive skill investment, the total number of available jobs contracts 
under automation, creating musical chairs where training determines who stays employed 
rather than expanding overall employment. 
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Boundedly rational workers who extrapolate recent trends generate cyclical dynamics. In 
early periods when displacement is still modest, extrapolation suggests low risk and 
workers underinvest in skills, leaving them vulnerable when automation accelerates. Once 
displacement becomes severe, workers panic and overinvest in skills, but this occurs too 
late to fully protect them as automation has already eliminated many complementary 
positions. This boom-bust pattern in skill investment creates volatility around the baseline 
trajectory but similar average outcomes: 2034 coalition size ranges from 28 percent to 35 
percent across simulations, averaging 31 percent nearly identical to baseline. 

Pessimistic workers who overestimate risk and engage in precautionary saving generate 
the most concerning outcomes. Reduced consumption creates demand deficiency that 
depresses output, leading firms to reduce employment beyond pure automation 
displacement. This demand-side channel amplifies supply-side displacement, driving 
2034 unemployment to 38 percent and coalition size to 28 percent, worse than baseline. 
The simulation demonstrates that automation can become self-fulfilling: if workers fear 
displacement and reduce consumption in response, the demand collapse triggers the very 
unemployment they fear, creating a vicious cycle. This highlights an important channel not 
emphasized in the baseline model: automation pessimism and precautionary behavior can 
amplify economic damage independent of technological realities. 

Across the three behavioral alternatives, 2034 coalition outcomes range from 28 percent 
(pessimistic) to 38 percent (forward-looking), spanning 10 percentage points around the 32 
percent baseline. All three produce oligarchic or autocratic outcomes; none preserve 
democracy. The consistent qualitative findings across diverse behavioral assumptions 
strengthen confidence that results are robust to agent psychology rather than depending 
on particular assumptions about expectations formation or decision rules. 

8.4 Alternative Automation Dynamics 

The baseline assumes linear automation increase from 15 percent to 60 percent. I test 
three alternative trajectories: S-curve adoption following Rogers diffusion theory with slow 
early growth, rapid middle-period acceleration, and late-period saturation; exponential 
growth with automation accelerating each period; and punctuated equilibrium with 
automation stable until a breakthrough in year 2028 then rapidly jumping. 

S-curve adoption following the pattern typical of historical technology diffusion shows 
automation reaching only 42 percent by 2034 rather than 60 percent, as early periods see 
slow adoption while late-period acceleration has not yet fully materialized by simulation 
end. This generates 2034 coalition size of 44 percent, better than baseline but still solidly 
oligarchic. The improved outcome reflects that total automation over the decade is 
substantially lower (27 percentage point increase versus 45 points baseline), reducing 
displacement and labor share decline. Importantly, however, the S-curve continues 
beyond 2034, implying that the simulation period captures the relatively benign early 
phase while severe displacement arrives in the 2035-2045 period beyond the model 
horizon. Extending the simulation to 2045 shows coalition continuing to decline, reaching 
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30 percent by 2045 comparable to the baseline 2034 level. The S-curve thus delays but 
does not prevent the concerning trajectory. 

Exponential automation growth, where adoption accelerates each period, reaches 72 
percent automation by 2034 as the compounding growth dominates. Coalition collapses 
to 26 percent, unemployment reaches 40 percent, and political stability deteriorates to 
22—all worse than baseline. The exponential scenario represents a technology-optimist 
view where AI capabilities improve faster than expected, enabling automation of 
increasingly complex tasks including those currently thought safe. The concerning finding 
is that under exponential growth, political collapse occurs even faster than baseline 
projections, with democratic threshold crossed by 2027 and autocratic threshold by 2032, 
accelerating transitions by 1-2 years throughout. 

Punctuated equilibrium with a discrete breakthrough in 2028 shows automation remaining 
near 15 percent through 2027, then jumping to 55 percent by 2030 and reaching 60 percent 
by 2034. This creates a sudden transition rather than gradual change, generating maximum 
disruption in the 2028-2030 period. Under this U.S. baseline scenario, coalition size would 
drop sharply from 78 percent in 2027 to 48 percent in 2030, a 30 percentage point collapse 
in three years comparable to regime transitions following coups or revolutions. By 2034, 
coalition reaches 32 percent matching baseline, but the trajectory involves a discrete 
break rather than smooth decline. This scenario captures the possibility of genuine AI 
breakthroughs—perhaps artificial general intelligence or transformative robotics 
advances—that rapidly enable automation across many sectors simultaneously rather 
than gradual diffusion. 

The three alternative automation dynamics generate 2034 coalition outcomes ranging from 
26 percent to 44 percent, spanning 18 percentage points. All produce oligarchic outcomes; 
even the most benign S-curve scenario crosses into oligarchic territory. The variations 
highlight that timing and speed matter but do not fundamentally alter the qualitative 
conclusion that rapid automation threatens democratic coalitions. 

8.5 Institutional Variation 

The final robustness check examines how different institutional configurations affect 
outcomes by comparing the United States baseline to four stylized institutional regimes: 
Nordic social democracy with strong unions and redistributive taxation, Continental 
coordinated capitalism with moderate institutions, Anglo-American liberal markets with 
weak protections, and developing country weak institutions. 

Nordic social democracy (modeled as Sweden) increases wage rigidity to 0.80, reduces 
inequality penalty to 0.15, and includes automatic stabilizers triggering transfers when 
unemployment rises. These parameters generate 2034 coalition of 58 percent, 
unemployment of 18 percent, and Gini of 0.38—all substantially better than baseline 
though still representing restricted democracy rather than robust democracy. The 
improved outcomes reflect that strong institutions buffer automation shocks, preventing 
the complete labor share collapse and inequality explosion of less regulated markets. 
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However, even Nordic institutions face strain, and coalition declines from 82 percent to 58 
percent represent meaningful democratic erosion. 

Continental coordinated capitalism (modeled as Germany) uses wage rigidity 0.65, 
inequality penalty 0.25, and sectoral bargaining covering 60 percent of workers. This 
generates 2034 coalition of 52 percent, unemployment of 21 percent, and Gini of 0.45—
intermediate between Nordic and Anglo-American outcomes. Germany’s coordinated 
market institutions preserve more worker power than liberal markets but less than Nordic 
social democracy, producing oligarchic rather than autocratic outcomes but failing to 
maintain democracy. 

Anglo-American liberal markets (modeled as United States baseline) generate the 
previously described 32 percent coalition, 32 percent unemployment, and 0.60 Gini by 
2034. The weak labor institutions and limited redistribution leave workers exposed to 
automation shocks with minimal buffering, generating rapid political deterioration. 

Developing country weak institutions (modeled as Brazil) start from high inequality (Gini 
0.53) and low union coverage, with wage rigidity of 0.30. Under automation pressure, 
coalition declines from an already-weak 52 percent to 28 percent, unemployment reaches 
38 percent, and Gini rises to 0.68. The developing country case demonstrates that starting 
from weak institutional positions accelerates negative trajectories, as lack of social 
insurance, weak tax capacity, and pre-existing inequality provide no cushioning against 
shocks. 

The cross-regime comparison reveals several robust findings. First, all four institutional 
configurations experience substantial coalition decline under rapid automation—even 
Nordic social democracy loses 24 percentage points of coalition. Second, strong 
institutions delay and dampen but do not prevent political deterioration; they buy time for 
adaptation but do not automatically ensure democratic survival. Third, initial conditions 
matter for final outcomes: countries starting with stronger institutions (Nordics) end in 
better positions (restricted democracy) than those starting weak (liberal markets ending in 
autocracy). Fourth, the rank ordering of outcomes across regimes matches current 
institutional quality, suggesting the model captures genuine institutional effects rather 
than arbitrary parameter tuning. 

These institutional comparisons provide two lessons for policy. First, strengthening labor 
market institutions and redistribution can substantially improve outcomes even if they 
cannot fully prevent automation’s political consequences. Nordic-style policies preserve 
restricted democracy rather than collapsing to autocracy—a meaningful difference in 
regime quality. Second, institutional reforms must be comprehensive rather than 
piecemeal; simply copying one element of the Nordic model (say, high taxation) without 
the full complement of labor institutions, social insurance, and trust-building mechanisms 
likely proves insufficient to replicate their relative success. 
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8.6: Sovereign AI Infrastructure and Geographic Value Concentration 

The Emergence of Infrastructure Gatekeepers and Protected Value Pools 

The theoretical framework developed in Sections 2-4 predicts that rapid automation 
concentrates economic power among capital owners while displacing labor, narrowing 
political coalitions from 85% to 32% in the United States baseline projection by 2034. 
Empirical evidence from sovereign AI capacity indices and real-world infrastructure 
development patterns provides striking validation of these concentration mechanisms 
while revealing an additional dimension: the geographic clustering and infrastructure 
immobility that create “protected value pools” amplifying the TFP-Stability Paradox. 

The Tortoise Global AI Index (2024), synthesizing 122 indicators across implementation, 
innovation, and investment pillars for 50+ countries, establishes quantitative benchmarks 
for national AI capacity. The United States dominates with a composite score of 100.82, 
controlling approximately 40 million H100-equivalent GPU compute units—roughly 50% of 
global AI compute capacity—supported by 19,800 megawatts of power infrastructure. 
China ranks second at 96.82 despite export controls limiting access to advanced 
semiconductors, with officially reported computing power of 230 exaflops targeting 300 
exaflops by 2025. Private sector investment patterns underscore this concentration: 
United States AI investment reached $109.1 billion in 2024, exceeding China’s $9.3 billion 
by a factor of twelve and dwarfing the United Kingdom’s $4.5 billion by twenty-four times. 

This sovereign AI capacity concentration does not, however, prevent coalition collapse in 
the baseline simulation. Rather, it determines which nations and which specific 
companies capture the productivity gains while broader populations experience 
displacement. The model’s prediction that coalition size falls to 32% in the United States 
despite the nation’s overwhelming AI dominance reveals a critical insight: technological 
leadership and infrastructure control do not automatically translate into broad-based 
economic inclusion or political stability. The concentration of AI infrastructure among a 
narrow set of geographic locations and corporate entities represents the physical 
manifestation of the capital-labor divide driving coalition narrowing in the theoretical 
model. 

The Geographic Concentration Exceeding Model Predictions 

Section 5.4 of the agent-based model specification incorporates geographic clustering 
through firm-level heterogeneity in automation adoption rates, predicting that 
displacement would concentrate in specific communities as entire firms and sectors 
automate simultaneously. The empirical reality of AI infrastructure deployment reveals 
concentration patterns that exceed even these theoretical assumptions. Synergy Research 
Group data demonstrates that just twenty metropolitan areas contain 62% of global 
hyperscale datacenter capacity, with Northern Virginia and Greater Beijing alone 
representing approximately 20% of the worldwide total. This extreme geographic clustering 
creates winner-take-all dynamics at the metropolitan level, where AI-hub cities capture 
productivity gains while non-hub regions face accelerated economic decline. 
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The semiconductor manufacturing sector exemplifies infrastructure immobility creating 
persistent competitive advantages. Taiwan Semiconductor Manufacturing Company 
produces 90% of the world’s advanced chips below seven-nanometer process nodes 
across four GIGAFAB facilities, all located within a three-hour drive in Taiwan. The Hsinchu 
Science Park ecosystem concentrates 189 semiconductor-related companies—95 
integrated circuit design firms, 17 foundries, and 17 testing and packaging facilities—
within a one-hour radius, creating the geographic lock-in that real options theory predicts 
for irreversible capital investments. Taiwan holds 66% of global advanced node foundry 
capacity in 2024, with the United States projected to reach only 22% by 2027 even after 
$280 billion in CHIPS Act subsidies. 

The economics of semiconductor fabrication relocation demonstrate why this 
concentration persists despite geopolitical pressure for diversification. TSMC’s three 
Arizona fabrication facilities require $65 billion in capital investment over 2025-2030, with 
founder Morris Chang publicly stating that United States manufacturing costs run 50-100% 
above Taiwan equivalents due to higher labor costs, less mature supply ecosystems, and 
regulatory complexity. TSMC’s Arizona operations recorded a $441 million loss in 2024—
the company’s largest loss since establishment—while the Nanjing facility simultaneously 
generated NT$26 billion in profit. Chief Executive Officer C.C. Wei disclosed at the 2024 
shareholder meeting that full production relocation “would be impossible” given the 80-
90% capacity concentration and decade-long timelines required to replicate the integrated 
supply chain elsewhere. 

These physical constraints align precisely with the model’s labor share dynamics. The 
baseline simulation projects labor share declining from 60% to 25% as automation 
advances from 15% to 60%. In the semiconductor sector, the capital intensity of 
fabrication facilities—a single extreme ultraviolet lithography machine costs $200-400 
million, fabrication plants require 150,000 tons of water daily, and cleanroom 
specifications demand tolerances measured in nanometers—means that capital’s share 
of value creation increases dramatically even as output expands. The model’s capital 
accumulation function with automation-induced investment multiplier γ_K = 8% captures 
this dynamic, where automation not only displaces labor but actively drives capital 
deepening that further elevates capital’s share. 

Empirical Validation of the 95% Value Capture Failure Rate 

The model’s coalition function predicts that workers exit the political coalition through two 
channels: direct unemployment (labor market mechanism) and wage suppression despite 
rising productivity (decoupling mechanism). McKinsey’s State of AI 2025 survey provides 
microeconomic validation of this dual-channel displacement, documenting that only 6% 
of surveyed organizations qualify as “AI high performers” achieving both measurable 
productivity gains (greater than 5% EBIT impact) and sustained value capture. This means 
94% of organizations fail to capture significant AI benefits despite widespread adoption, 
with MIT NANDA research (2025) documenting that 95% of manufacturing firms experience 
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initial productivity declines of 1.33 percentage points post-AI adoption, requiring four or 
more years to recover pre-adoption productivity levels. 

This 95% failure rate represents the microeconomic manifestation of the 68% who exit the 
political coalition in the macroeconomic simulation (85% baseline minus 32% final 
coalition equals 53 percentage points, representing 62% relative decline). The agent-based 
model tracks this phenomenon at the individual worker level: in the baseline United States 
projection, 54% of bottom-quintile workers exit the coalition primarily through 
unemployment, 32% of middle-quintile workers exit through wage suppression despite 
continued employment, while 78% of top-quintile workers retain coalition membership. 
The firm-level data showing concentrated value capture among a narrow elite of 5-6% high 
performers provides empirical grounding for the model’s assumption that political power 
concentrates among capital owners and the small fraction of workers employed by 
technologically advanced firms capturing productivity rents. 

The mechanism driving this concentration emerges clearly from industry margin analysis. 
NVIDIA Corporation, controlling 70-95% of artificial intelligence accelerator market share 
according to multiple analyst estimates, achieves datacenter segment gross margins of 
78.4%—more than double Advanced Micro Devices’ 49% and Intel Corporation’s 35% 
despite operating in nominally similar markets. This margin differential reflects classic 
Porter’s Five Forces dynamics: NVIDIA’s CUDA software platform creates extreme 
switching costs after a decade of ecosystem development, with 70.3% of datacenter GPU 
architectures locked into NVIDIA’s proprietary stack. The company’s market capitalization 
reached $3.65 trillion in late 2024, briefly becoming the world’s most valuable company, 
representing extraordinary value concentration among infrastructure gatekeepers. 

In contrast, sectors facing competitive pass-through dynamics show margin compression 
despite productivity gains. Software-as-a-service companies confront what industry 
analysts term a “margin crisis” as artificial intelligence erodes product differentiation, with 
consumer technology prices falling 98% for televisions and 74% for software over twenty-
five years—trends that generative AI capabilities accelerate. Logistics optimization through 
AI-driven routing and scheduling achieves 20-30% productivity improvements but 
competitive pressure forces cost savings to pass through to customers via lower shipping 
rates rather than expanded margins. The Federal Reserve Bank of San Francisco estimates 
AI-driven efficiency gains create 0.5-0.7 percentage point annual drag on the Consumer 
Price Index, potentially re-anchoring long-run inflation near 1.8% as productivity 
improvements translate into deflation rather than profit expansion for most firms. 

This empirical bifurcation—extreme margin expansion for infrastructure controllers versus 
margin compression for competitive sectors—validates the model’s inequality evolution 
mechanism. The Gini coefficient projection rising from 0.30 to 0.60 (from Nordic social 
democracy levels to Brazil/South Africa inequality) derives from the combined effects of 
direct automation impact (δ_auto = 0.25) and productivity-wage decoupling (δ_decouple = 
0.35). The real-world data showing that only 5-6% of firms capture gains while 95% 
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experience pressure or outright productivity decline provides the microeconomic 
foundation for these macro parameters. 

Infrastructure Chokepoints and the Physics of Immobility 

The model’s political economy framework extends Bueno de Mesquita et al.’s (2003) 
selectorate theory by making coalition size endogenous to economic fundamentals rather 
than treating it as an exogenous institutional parameter. The coalition function 
specification includes superlinear terms in both labor share (γ_L = 2.5) and employment 
(γ_E = 2.0), reflecting the empirical reality that political power grows more than 
proportionally with economic share. The infrastructure chokepoint data provides a 
complementary physical dimension: certain assets generate political power not just 
through their economic value but through their fundamental irreplaceability and 
geographic immobility. 

ASML Holding represents the archetype of infrastructure chokepoint power. The Dutch 
company maintains 100% monopoly on extreme ultraviolet lithography equipment 
essential for manufacturing advanced semiconductors below seven-nanometer nodes. 
Each EUV machine requires 100,000+ components, took seventeen years of research and 
development to perfect, and costs $100-200 million per unit, with next-generation High-NA 
EUV systems reaching $380-400 million each. The company’s order backlog extends 
beyond two years, and CEO Peter Wennink stated publicly that “without ASML, Moore’s 
Law stops”—no semiconductor manufacturer can advance to smaller process nodes 
without access to this equipment. China remains completely blocked from EUV 
acquisition under export control regimes and reportedly attempts to develop indigenous 
EUV prototypes expected by 2028-2030, but former ASML engineers acknowledge this 
represents an extraordinarily difficult technological challenge requiring decades-long 
supply chain development. 

This infrastructure monopoly translates directly into political influence exceeding what 
standard economic models would predict. The Dutch government’s 2023 decision to 
restrict ASML EUV exports to China occurred under intensive United States diplomatic 
pressure despite potential revenue losses exceeding €6 billion annually, demonstrating 
that control over irreplaceable infrastructure generates bargaining power that transcends 
normal commercial considerations. Similarly, Taiwan’s concentration of 90% of advanced 
chip production creates what security analysts term “silicon shield” protection—the 
island’s strategic value to global technology supply chains arguably deters potential 
military conflict more effectively than formal defense treaties. 

The model could incorporate this infrastructure chokepoint dimension through an 
extension of the coalition function adding a sovereign protection parameter: 

w_t = w_min + (w_max - w_min) × [labor_power_t - inequality_penalty_t + 
sovereign_protection_t] 
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where sovereign_protection_t = β_infra × infrastructure_immobility_t + β_tech × 
technology_monopoly_t 

The infrastructure_immobility term would capture the degree to which critical assets 
cannot be relocated (semiconductor fabs, datacenter power infrastructure, rare earth 
processing facilities), while technology_monopoly captures market concentration in 
enabling technologies (EUV lithography, GPU architectures, foundational model training). 
Countries and companies controlling these chokepoints retain political coalition 
membership and influence even as broader populations experience displacement, 
potentially explaining why the United States Sovereign AI Index score of 100.82 does not 
prevent coalition collapse to 32% in the model—infrastructure control concentrates 
among a narrow elite rather than distributing broadly across the population. 

Energy Infrastructure and the Emerging Compute-Power Nexus 

The model’s fiscal dynamics in Section 6 project revenue erosion as the tax base shifts 
from labor income (taxed at effective rate τ_L = 25%) to capital income (taxed preferentially 
at τ_K = 15%). The sovereign AI infrastructure data reveals an additional fiscal dimension: 
the massive energy requirements of AI datacenters create both infrastructure 
dependencies and potential revenue opportunities for governments controlling electricity 
generation and distribution. 

United States datacenter electricity consumption reached 176 terawatt-hours in 2023, 
representing 4.4% of total national electricity demand. The International Energy Agency 
projects global datacenter consumption exceeding 800 terawatt-hours by 2026, while 
Lawrence Berkeley National Laboratory forecasts United States consumption alone 
reaching 325-580 terawatt-hours by 2028—a potential tripling within five years. Individual 
NVIDIA H100 GPUs consume 700 watts per unit, with AI datacenter configurations typically 
operating at higher Power Usage Effectiveness ratios than traditional datacenters due to 
GPU density and cooling requirements. Google’s fleet-wide PUE of 1.09 and Meta’s 1.08 
represent best-in-class efficiency, but industry averages remain at 1.56-1.58, meaning 
every watt of computing power requires an additional 0.56-0.58 watts for cooling and 
infrastructure. 

This energy-to-intelligence conversion efficiency creates geographic advantages for 
countries with low-cost electricity generation and favorable climates. Nordic countries 
benefit from natural cooling and renewable hydroelectric power; Middle Eastern nations 
leverage abundant solar resources combined with strategic sovereign wealth fund 
investment (Saudi Arabia’s $100+ billion HUMAIN initiative). The United States maintains 
advantages through regulatory flexibility and diverse energy mix allowing rapid datacenter 
deployment, while China’s coal-heavy electricity generation creates both cost advantages 
and environmental vulnerabilities. 

The fiscal implications extend beyond direct taxation of datacenter operations. Countries 
controlling scarce electricity capacity gain leverage over AI infrastructure deployment 
decisions, potentially allowing governments to extract rents through preferential power 



73 
 

allocation, infrastructure co-investment requirements, or data localization mandates. The 
model’s government spending function includes unemployment response (σ_unemp = 
0.50) and inequality response (σ_Gini = 15) terms capturing how fiscal stress increases 
with displacement. Energy infrastructure investment represents a potential countervailing 
fiscal strategy: governments investing in electricity generation capacity for AI datacenters 
could capture tax revenues, employment opportunities, and strategic influence offsetting 
some displacement effects, though whether these benefits distribute broadly or 
concentrate among infrastructure owners remains an open empirical question. 

Cross-Country Validation with Sovereign AI Capacity Differentiation 

The model’s cross-country analysis in Section 8.5 demonstrates institutional variation in 
coalition trajectories under identical automation shocks. Sweden maintains a coalition of 
58% (restricted democracy) through strong labor market institutions (wage rigidity θ = 0.80) 
and lower inequality amplification (δ_I = 0.15). Germany reaches 52% (oligarchy) with 
coordinated market economy characteristics. The United States baseline falls to 32% 
(autocratic territory) with flexible labor markets and weak redistributive institutions, while 
Brazil deteriorates to 28% (deep autocracy) starting from already-high inequality. 

Integrating Sovereign AI Index scores with these coalition projections reveals that 
technological capacity does not determine political outcomes—rather, the interaction of 
AI infrastructure control with existing institutional configurations shapes trajectories: 

UNITED STATES: Sovereign AI Index 100.82 (Rank 1), Coalition 2034: 32% (Autocratic) 

The United States controls dominant AI infrastructure—50% of global compute, $109.1 
billion annual investment, indigenous semiconductor design capabilities—yet experiences 
severe coalition erosion in the baseline projection. This apparent paradox resolves when 
recognizing that infrastructure control concentrates among a narrow set of companies 
(NVIDIA, Microsoft, Google, Meta, Amazon) and geographic locations (Northern Virginia, 
San Francisco Bay Area, Seattle, Austin). The 95% of firms failing to capture AI gains and 
the 68% of workers exiting the political coalition experience displacement despite national 
technological leadership because value concentration among infrastructure gatekeepers 
does not automatically distribute to broader populations absent redistributive policies. 

CHINA: Sovereign AI Index 96.82 (Rank 2), Coalition: (Autocratic) 

China’s high sovereign AI capacity combined with authoritarian starting conditions creates 
a distinct trajectory not captured in the democratic coalition framework. The country’s 
$47.5 billion Big Fund III semiconductor investment, indigenous AI model development 
(DeepSeek, Qwen achieving competitive performance at fraction of Western training 
costs), and 50% global silicon carbide wafer production demonstrate technological 
sophistication despite export controls. However, existing low coalition size (authoritarian 
regime) means automation-driven displacement manifests through different channels—
social stability concerns, surveillance intensification, economic growth imperatives—
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rather than democratic coalition narrowing. The model’s coalition function assumes 
democratic baseline; authoritarian regimes require alternative stability metrics. 

GERMANY: Sovereign AI Index 92.10 (Rank 5), Coalition 2034: 52% (Oligarchic) 

Germany’s coordinated market economy institutions (wage rigidity θ = 0.65, moderate 
inequality amplification δ_I = 0.25) provide partial insulation against coalition collapse 
despite limited indigenous semiconductor production (<1% global foundry capacity). The 
country’s 1.1 million teraflops computing power and €3+ billion AI investment lag United 
States and China substantially, creating import dependence for critical infrastructure. 
However, strong labor unions, apprenticeship systems, and social market economy 
institutions slow displacement velocity and maintain higher coalition floors. The trajectory 
suggests coordinated capitalism delays but does not ultimately prevent oligarchic 
transitions under rapid automation—final coalition of 52% crosses the oligarchy threshold 
(50%) by narrow margin. 

SWEDEN: Sovereign AI Index 83.87 (Rank 12), Coalition 2034: 58% (Restricted Democracy) 

Sweden maintains the highest coalition among modeled countries despite mid-tier 
sovereign AI capacity (1.1 million teraflops, 13 AI degree programs, moderate datacenter 
investment). Zero indigenous chip production creates complete import dependence, yet 
institutional strength (θ = 0.80 wage rigidity, δ_I = 0.15 inequality penalty) sustains 
democratic coalition above the 65% threshold, albeit in restricted democracy category 
(58%). This represents the strongest evidence that institutional quality can substantially 
mitigate displacement effects even without technological sovereignty, though the 27-
percentage-point coalition decline (from 85% baseline) indicates Nordic social democracy 
faces significant erosion pressures under rapid automation. 

BRAZIL: Sovereign AI Index 71.74 (Rank 24), Coalition 2034: 28% (Deep Autocracy) 

Brazil’s combination of low sovereign AI capacity and already-high baseline inequality (Gini 
~0.53) creates compounding vulnerabilities. Limited indigenous technological capability, 
minimal semiconductor production, and weak labor market institutions (θ = 0.30) 
accelerate coalition collapse to 28%—deep autocratic territory. The trajectory illustrates 
how countries beginning from positions of high inequality and low institutional strength 
face existential stability risks under automation shocks that more developed economies 
might weather through institutional buffers. 

This cross-country validation reveals that sovereign AI capacity correlates inversely with 
coalition resilience when infrastructure control concentrates among narrow elites. High-
capacity countries experience severe coalition erosion because value capture 
concentrates among small numbers of companies and workers directly employed in AI 
infrastructure sectors, while broader populations face displacement. Low-capacity 
countries experience similar or worse outcomes through import dependence and value 
extraction by foreign technology providers. Only countries combining moderate 
technological capacity with strong redistributive institutions (Sweden, Germany to lesser 
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extent) maintain democratic coalition thresholds, and even these experience significant 
erosion. 

The 95% Failure Rate as Coalition Exit Mechanism 

The microeconomic finding that 95% of firms fail to achieve meaningful AI transformation 
despite widespread adoption provides the direct channel through which the 
macroeconomic coalition narrowing occurs. Section 5.2 of the agent-based model tracks 
individual worker pathways through the coalition exit process, documenting that bottom-
quintile workers exit primarily via unemployment (54% of exits), middle-quintile workers 
through wage suppression despite continued employment (32% of exits), and top-quintile 
workers largely retain membership (78% retention rate). The firm-level productivity data 
showing 95% failure to capture gains maps precisely onto this worker-level displacement 
pattern. 

Workers employed by the 5-6% of high-performing firms capturing AI productivity rents 
experience wage growth, skills upgrading, and continued political coalition membership—
these are the 32% remaining in the coalition by 2034 in the United States baseline. Workers 
employed by the 95% of firms experiencing productivity stagnation or decline face three 
outcomes: unemployment as their employers lose competitiveness (bottom quintile), 
wage stagnation despite firm survival through cost-cutting (middle quintile), or skill-biased 
displacement as employers automate middle-skill routine tasks while retaining high-skill 
workers (upper-middle quintile). 

This firm heterogeneity in AI adoption and value capture provides the missing empirical link 
between aggregate TFP growth projections and individual worker displacement 
experiences. Aggregate TFP might grow 0.53-0.71% over ten years (Acemoglu’s 
conservative estimate) or 6-10% (industry optimistic projections), but if 95% of firms fail to 
capture these gains while 5% experience order-of-magnitude productivity improvements, 
the distributional consequences create coalition collapse even under modest aggregate 
growth scenarios. The model’s inequality evolution from Gini 0.30 to 0.60 reflects precisely 
this concentration dynamic—total output expands through TFP growth, but gains accrue 
almost exclusively to capital owners and workers employed by infrastructure gatekeepers. 

TFP Pool Distribution Determines Political Outcomes 

Industry projections AI contribution to global GDP by 2030  represent the upper bound of 
TFP impact scenarios, contrasting sharply with Acemoglu’s conservative 0.53-0.71% 
cumulative estimate. The model’s baseline automation trajectory (15% to 60% over ten 
years) implicitly assumes a moderate scenario between these extremes—substantial TFP 
growth sufficient to generate significant displacement but not so extreme as to create 
immediate economic crisis. 

The critical political economy question concerns not the aggregate magnitude of TFP gains 
but their distribution. If the industry’s upper end of $15.7 trillion distributes proportionally 
across the population through broad wage growth and employment expansion, political 
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coalitions remain stable or potentially expand as prosperity lifts marginalized groups into 
political participation. If instead the gains concentrate among a narrow elite of capital 
owners and infrastructure controllers—the empirically observed outcome based on 95% 
firm failure rates and extreme margin concentration among companies like NVIDIA—then 
even very large aggregate TFP growth triggers coalition collapse through the mechanisms 
the model specifies. 

The agent-based model simulations project that approximately 60% of TFP gains accrue to 
capital owners with 40% distributed to labor and consumers under current institutional 
configurations. This 60-40 split derives from the combination of declining labor share (60% 
to 25% in baseline), wage-productivity decoupling (θ = 0.50 preventing wages from tracking 
productivity gains), and competitive pass-through in most sectors forcing productivity 
gains to consumers via deflation rather than to workers via wage increases. High-capture 
sectors controlling infrastructure chokepoints achieve 500-1,500 basis point margin 
expansion; pass-through sectors experience 200-500 basis point margin compression; the 
net effect concentrates profits among infrastructure gatekeepers while distributing modest 
consumer surplus through lower prices. 

This distribution mechanism explains why the United States Sovereign AI Index leadership 
(score 100.82, rank 1) does not prevent coalition collapse to 32%. The nation captures the 
majority of global AI value creation through companies like NVIDIA ($3.65 trillion market 
capitalization), Microsoft, Google, and Meta, but this value concentrates among 
shareholder classes and highly compensated employees at these firms rather than 
distributing broadly. The 95% of firms and workers outside this elite circle experience 
displacement, wage stagnation, or outright unemployment as their economic 
contributions become less valuable relative to AI-augmented alternatives. 

Policy Implications: Sovereign Capacity Without Redistribution Accelerates 
Concentration 

The analysis suggests that sovereign AI capacity development—the focus of most national 
AI strategies—may paradoxically accelerate rather than mitigate coalition collapse absent 
complementary redistributive policies. Countries investing billions in domestic AI 
infrastructure, semiconductor production, and compute capacity create valuable assets, 
but if these assets concentrate ownership and returns among narrow elites, they 
exacerbate the very inequality and displacement dynamics driving political instability. 

The United States CHIPS Act exemplified this tension. The $280 billion investment aimed to 
rebuild domestic semiconductor manufacturing capacity, reducing dependence on Taiwan 
and creating high-skilled employment. However, TSMC’s Arizona experience—$65 billion 
investment generating $441 million losses with costs 50-100% above Taiwan equivalents—
demonstrates that infrastructure sovereignty comes at substantial economic efficiency 
cost. If these domestic facilities eventually achieve profitability, the gains will accrue to 
TSMC shareholders and highly specialized engineers rather than distributing to displaced 
retail workers, truck drivers, or administrative staff experiencing AI-driven unemployment. 
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Similarly, national AI compute infrastructure initiatives—Canada’s C$2 billion AI Sovereign 
Compute Strategy, Japan’s ABCI 3.0 targeting six AI exaflops, India’s ₹10,372 crore IndiaAI 
Mission—create valuable strategic assets but do not inherently address displacement. A 
country could achieve top-tier Sovereign AI Index scores while experiencing severe 
coalition erosion if infrastructure ownership concentrates and productivity gains do not 
translate into broad wage growth. 

The model’s policy analysis in Section 7 evaluates universal basic income, progressive 
taxation, and sectoral bargaining as coalition stabilization mechanisms. The sovereign AI 
analysis suggests adding infrastructure ownership and governance policies to this 
framework: 

NATIONAL AI COMPUTE COOPERATIVES: Rather than concentrating datacenter ownership 
among hyperscalers (AWS, Azure, Google Cloud), governments could structure sovereign 
compute infrastructure as cooperatives or public trusts distributing returns to citizens. 
Alaska Permanent Fund provides precedent—natural resource extraction generates 
annual dividends for all residents. AI infrastructure could similarly distribute compute 
rents broadly rather than concentrating among shareholders. 

SEMICONDUCTOR FABRICATION AS PUBLIC UTILITY: The essential infrastructure 
character of advanced chip production—TSMC’s “silicon shield” demonstrating how 
semiconductor control generates strategic power exceeding normal commercial assets—
suggests potential for public utility regulation models. Rather than pure private ownership, 
fabrication capacity could operate under regulated return structures ensuring broader 
benefit distribution while maintaining technical excellence through professional 
management. 

PROGRESSIVE DATA TAXATION: If AI value derives fundamentally from training data 
extracted from population activities (search queries, social media interactions, purchase 
histories), data taxation could capture rents for redistribution. The European Union’s 
Digital Services Act and proposed AI Act establish precedents; extending these to explicit 
revenue sharing rather than just regulation could fund UBI or retraining programs. 

These policy mechanisms address the fundamental challenge the sovereign AI analysis 
reveals: technological capacity and infrastructure control concentrate power rather than 
distributing it, accelerating coalition narrowing unless deliberate redistributive institutions 
channel gains to displaced populations. 

Conclusion: Infrastructure Immobility Amplifies Rather Than Mitigates the Paradox 

The integration of Sovereign AI Index data with the TFP-Stability Paradox theoretical 
framework demonstrates that infrastructure concentration and geographic immobility 
amplify rather than mitigate coalition collapse dynamics. The physics of semiconductor 
manufacturing—$200-400 million lithography machines, 150,000 ton daily water 
requirements, decade-long supply chain development timelines—create irreversible 
capital investments generating persistent competitive advantages for incumbent nations 
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and firms. Similarly, datacenter power requirements approaching 80+ gigawatts by 2030 in 
the United States alone create energy infrastructure dependencies that compound rather 
than diversify risk. 

This infrastructure immobility generates what real options theory terms “protected value 
pools”—assets whose returns persist during uncertainty because competitors cannot 
easily replicate them. Taiwan’s 66% advanced chip share, NVIDIA’s 70-95% AI accelerator 
monopoly, and ASML’s 100% EUV dominance represent chokepoints where physical 
constraints override standard market competition. Companies controlling these 
chokepoints capture extraordinary rents (NVIDIA’s 78.4% gross margins), while the 95% of 
firms lacking such positions experience margin compression and productivity stagnation. 

The political consequence manifests in the coalition function: workers employed by 
infrastructure gatekeepers retain political power through high wages and employment 
stability (the 32% remaining in United States 2034 baseline), while the 68% working for 
firms in competitive pass-through sectors exit the coalition through unemployment or 
wage suppression. Sovereign AI capacity—measured by Tortoise Index scores, compute 
capacity, or semiconductor production—predicts which countries control the gatekeepers 
but does not prevent coalition narrowing unless accompanied by redistributive institutions 
distributing gains broadly. 

The $15.7 trillion TFP pool projected by 2030 represents enormous potential prosperity, 
but also enormous potential for concentrated wealth and political instability. The empirical 
evidence suggests the latter outcome prevails absent policy intervention: 95% firm failure 
rates, 5-6% high performer concentration, extreme margin bifurcation between 
infrastructure controllers and competitive sectors. The model’s projection of United States 
coalition collapse from 85% to 32% despite Sovereign AI Index leadership (100.82, rank 1) 
captures this fundamental dynamic—technological dominance concentrates among elites 
rather than distributing broadly, triggering the TFP-Stability Paradox even in nations 
controlling critical infrastructure. 

The path forward requires recognizing that sovereign AI capacity development, while 
strategically valuable, does not automatically generate political stability or broad 
prosperity. Infrastructure investments must pair with explicit redistributive mechanisms—
UBI funded by data taxation, compute cooperatives distributing AI rents, semiconductor 
fabrication as regulated utility, progressive capital taxation—to prevent the concentration 
dynamics the model predicts and empirical evidence increasingly validates. 
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9. Discussion and Implications 
9.1 Historical Comparisons and the Acceleration of Disruption 

The simulation results reveal a troubling acceleration pattern when compared to historical 
episodes of labor market disruption and technological transformation. The classic 
historical precedent for automation-driven wage-productivity divergence is the period 
economic historians term “Engels’ Pause” after Friedrich Engels’ observations about 
working-class conditions during Britain’s Industrial Revolution from 1780 to 1840. During 
these six decades, output per worker surged approximately 46 percent as mechanized 
production displaced artisanal manufacturing and reorganized agriculture, yet real wages 
rose only about 12 percent, creating a 34 percentage point productivity-wage gap (Frey 
2019). Labor’s share of national income declined by roughly 30 percentage points from 
pre-industrial levels around 55-60 percent to industrial capitalism levels around 25-30 
percent by the mid-19th century. This massive economic transformation generated 
significant social unrest including the Luddite riots of 1811-1816 where textile workers 
destroyed mechanized looms, the Peterloo Massacre of 1819, Chartist movements 
demanding political reform, and ultimately the Reform Act of 1832 that began extending 
the franchise beyond landed elites. 

The contemporary AI-driven automation simulated in this paper produces labor share 
decline of comparable magnitude—30 percentage points from 55 percent to 25 percent—
but compressed into just ten years rather than six decades. This represents a six-fold 
acceleration of the pace of labor market transformation. The productivity-wage gap under 
baseline automation reaches 46 percentage points (25 percent productivity growth versus 
21 percent wage decline), exceeding even the 34-point Engels’ Pause divergence despite 
occurring over a far shorter period. The political consequences appear correspondingly 
accelerated: whereas democratic reforms in Britain took decades to materialize following 
industrial disruption, the simulation suggests political transitions from democracy to 
oligarchy or autocracy could occur within a single decade under rapid automation. 

This temporal compression has profound implications for institutional adaptation. The six 
decades of Engels’ Pause, while traumatic for affected workers, provided substantial time 
for social learning, institutional innovation, and political mobilization. Labor unions 
emerged gradually over this period, organizing workers into collective bargaining units. 
Political movements developed platforms and built constituencies. Reformers had time to 
experiment with policies, observe outcomes, and adjust strategies. Institutional 
innovations including factory regulations, public education expansion, and ultimately 
welfare state programs developed incrementally through trial and error spanning 
generations. The extended timeline, while not preventing substantial suffering, enabled 
adaptive processes to eventually align institutions with economic realities. 

In contrast, the ten-year automation trajectory simulated here for the United States 
compresses these adaptation dynamics into a single decade—roughly one-sixth the 
historical adjustment period. Political leaders facing automation in 2025 must anticipate 
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consequences arriving by 2028-2030 and implement preventive policies within a few years, 
leaving minimal time for experimentation, learning, or gradual institutional evolution. The 
U.S. baseline simulation demonstrates that critical thresholds—democratic erosion at 65 
percent coalition (2028), oligarchic transition at 50 percent (2031)—would arrive before 
policies implemented in 2025-2026 can fully materialize effects. This temporal mismatch 
between slow institutional adaptation and rapid technological change creates systematic 
under-preparedness where interventions arrive too late to prevent transitions even when 
their necessity is clearly visible. 

A second historical comparison involves the U.S. Gilded Age from roughly 1870 to 1900, 
another period of rapid technological transformation and rising inequality. Railroad 
expansion, telegraph deployment, and industrial mechanization drove productivity growth 
averaging 88 percent over the thirty-year period while real wages rose only 22 percent, 
creating a 66 percentage point gap even larger than Engels’ Pause. Labor’s share declined 
modestly as capital-intensive production methods proliferated. This era saw significant 
political turmoil including the Great Railroad Strike of 1877, Haymarket Affair of 1886, 
Pullman Strike of 1894, and rise of populist movements demanding economic reform. The 
political response included Progressive Era reforms starting in the 1890s and expanding 
through the 1920s: antitrust legislation, labor protections, direct election of senators, 
women’s suffrage, and eventually New Deal programs in the 1930s. 

The Gilded Age thus represents a three-decade period of stress followed by another three 
decades of reform—roughly six decades total from disruption onset to institutional 
realignment. The U.S. AI automation baseline scenario compresses comparable disruption 
into one decade and, critically, suggests that political consolidation among elites may 
foreclose reform opportunities that historically required decades to materialize. In the 
Gilded Age, democratic institutions remained sufficiently inclusive (coalition sizes around 
55-60 percent given limited franchise) to eventually enable reform coalitions, though only 
after sustained organizing and repeated electoral contests. The U.S. automation 
simulation suggests that coalition narrowing could proceed so rapidly (reaching 32 percent 
by 2034) that reform windows close before movements mobilize, creating lock-in effects 
where elite veto prevents adaptation. 

The Great Decoupling of 1979-2019 provides a contemporary comparison. Over these four 
decades, U.S. net productivity rose 60 percent while median compensation rose 16 
percent, generating a 44 percentage point gap (Bivens and Mishel 2019). This forty-year 
divergence correlates with rising political polarization, declining median voter influence in 
policy outcomes, erosion of labor union power (from 24 percent density in 1979 to 10 
percent in 2020), and increasing wealth concentration among top earners. However, 
democratic institutions formally persist with coalition sizes (proxied through voter turnout 
and political engagement measures) declining from roughly 75 percent to 68 percent—
meaningful erosion but far from the autocratic collapse simulated under rapid automation. 

The automation scenario thus represents an acceleration of existing Great Decoupling 
dynamics by a factor of four: 40-year trends compressed into 10 years, generating coalition 



81 
 

decline of 53 percentage points rather than 7 points, producing regime transitions rather 
than gradual erosion. This suggests that AI-driven automation, if it materializes as 
aggressively as industry forecasts suggest, would mark a qualitative break from recent 
experience rather than simply continuing current trends. While the Great Decoupling 
generated political stress and social anxiety, it remained compatible with formal 
democratic procedures albeit with declining substantive responsiveness. The automation 
future simulated here suggests movement beyond stressed democracy toward oligarchic 
or autocratic configurations where formal democratic institutions persist but elite 
minorities exercise effective control. 

9.2 Theoretical Contributions to Political Economy 

This research makes several contributions to political economy theory by providing the first 
quantitative integration of automation economics with selectorate theory. Bueno de 
Mesquita et al. (2003) develop the influential selectorate framework arguing that political 
leaders choose policies to maintain support from winning coalitions whose size varies 
across regime types, with small coalitions characterizing autocracies and large coalitions 
democracies. However, their theory largely treats coalition size as exogenous, determined 
through historical accidents, constitutional structures, or political processes unconnected 
to economic fundamentals. I endogenize coalition size by micro-founding it in labor market 
variables—specifically labor share, employment rates, and inequality—that respond 
directly to automation. This integration demonstrates how technological shocks propagate 
through economic structure to political configurations, providing a coherent framework for 
analyzing technology-driven regime transitions. 

The calibrated coalition function w_t = w_min + (w_max - w_min) × [(labor_share/55)^2.5 × 
(employment_rate)^2.0] - inequality_penalty represents an estimable reduced-form 
relationship that future empirical work could test using cross-country panel data or within-
country historical variation. The specific functional form with superlinear exponents 
captures Piketty’s (2020) theoretical arguments about nonlinear wealth-power mappings 
while providing operational specificity that makes claims falsifiable. Cross-country 
validation demonstrates the function successfully differentiates Nordic social 
democracies (maintaining 75+ percent coalitions despite moderate automation) from 
liberal market economies (experiencing faster coalition erosion) and emerging economies 
(operating in oligarchic territory ab initio). 

A second theoretical contribution involves formalizing the labor share-political power 
mechanism that political economists frequently invoke qualitatively but rarely quantify. 
Rueda (2007), Piketty (2020), and others argue that labor’s economic share translates into 
political influence through multiple channels—funding for organizations, bargaining 
leverage through production disruption threats, social networks facilitating mobilization. I 
operationalize these intuitions through explicit power law relationship with estimated 
exponents, demonstrating that political power declines faster than proportionally as labor 
share erodes. The superlinear mapping means that economic marginalization accelerates 
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political exclusion, creating potential instability where moderate economic shocks trigger 
disproportionate political consequences. 

This formalization enables counterfactual policy analysis impossible within purely 
qualitative frameworks. By specifying how changes in labor share (affected by minimum 
wages, union coverage, sectoral bargaining) alter political coalitions, the model generates 
quantitative predictions about policy effects that inform cost-benefit calculations. For 
instance, sectoral bargaining that raises labor share from 25 percent to 38 percent 
increases coalition size from 32 percent to 48 percent—crossing from autocratic to 
oligarchic territory. This 16 percentage point coalition gain can be compared to 
implementation costs (reduced employment flexibility, potential investment deterrence) 
enabling rational policy choice. 

A third contribution addresses fiscal dynamics connecting labor markets, inequality, and 
government capacity. The fiscal crisis mechanism—tax base erosion as income shifts from 
high-tax labor to low-tax capital combined with spending pressures from unemployment 
and inequality—has been discussed informally in policy debates but rarely incorporated 
into formal political economy models. I demonstrate that fiscal stress operates as an 
independent channel reinforcing coalition narrowing and stability erosion, not merely 
reflecting them. Countries experiencing fiscal crises face constrained capacity for 
institutional innovation, reduced ability to provide social insurance, increased risk of 
austerity-driven political backlash, and potential sovereign debt crises that trigger regime 
instability. Greece’s experience from 2010-2015 provides empirical validation: fiscal crisis 
generated Polity score declines, political instability, and rise of anti-system parties despite 
formal democratic institutions persisting. 

9.3 Implications for Automation and Labor Economics 

From labor economics perspective, this research contributes to understanding 
automation’s employment effects by demonstrating that standard labor market models 
focusing on wage and employment adjustment may substantially understate 
consequences when political feedbacks are considered. Acemoglu and Restrepo’s (2020, 
2022) influential task-based framework analyzes how automation displaces workers from 
some tasks while potentially creating new tasks and reinstating labor. Their estimates 
suggest automation reduces employment modestly (one robot per thousand workers 
reduces employment-population ratio 0.2 percentage points) and raises inequality through 
task displacement effects. 

The present research suggests these direct labor market effects, while important, may be 
dominated by political economy consequences when automation proceeds sufficiently 
rapidly. Even if wages adjust downward to maintain some employment and new tasks 
eventually emerge, the interval period of labor market stress generates political coalition 
narrowing that reshapes institutions in ways that prevent beneficial long-run adjustment. 
Specifically, oligarchic or autocratic political configurations that emerge from rapid 
automation enable elite minorities to block redistributive policies, suppress labor 
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organizing, reduce social spending, and generally entrench their advantages. These 
political changes then feed back to labor markets by weakening unions, reducing minimum 
wages, cutting unemployment insurance, eliminating job training programs—all of which 
amplify rather than mitigate initial automation shocks. 

This suggests that automation’s labor market effects should be evaluated not only through 
static employment and wage impacts but also through dynamic political economy 
pathways. Even temporary automation-driven unemployment might trigger political 
transitions that permanently alter institutional landscapes, generating hysteresis where 
short-run shocks have permanent consequences. The policy implication is that protecting 
workers during automation transitions matters not only for their immediate welfare but for 
preserving institutional configurations that enable long-run shared prosperity. 

A second implication concerns the role of skills and human capital in mitigating 
automation displacement. Standard economic analysis emphasizes that workers can 
protect themselves by investing in complementary skills that automation enhances rather 
than replacing. This prescription appears throughout policy discussions: education and 
training programs will enable workers to adapt to automation by developing high-skill 
capabilities. The agent-based model provides an opportunity to test this claim directly by 
simulating aggressive skills investment. 

The results suggest that while skills investment helps individual workers—improving their 
employment probabilities and wages conditional on employment—aggregate effects are 
limited when automation reduces total labor demand. With 24 percent unemployment in 
baseline (32 percent effective employment rate versus 8 percent frictional), skills 
investment might reduce unemployment to 20 percent, but cannot eliminate it because 
fundamentally insufficient positions exist. The policy implication is that skills initiatives, 
while valuable complements, cannot substitute for demand-side policies (UBI, job 
guarantees, work sharing) that maintain labor’s economic relevance as productive 
employment contracts. 

This finding challenges human capital-centric policy narratives that attribute labor market 
difficulties primarily to worker skill deficiencies rather than structural labor demand 
shortfalls. If automation proceeds as rapidly as simulated, the problem is not primarily that 
workers lack skills for available jobs but rather that automation eliminates jobs faster than 
new positions emerge, creating musical chairs dynamics where even highly skilled workers 
face unemployment risk. The policy response should correspondingly emphasize 
maintaining labor demand rather than solely improving labor supply. 

9.4 Policy Implications and the Window of Opportunity 

Perhaps the research’s most consequential finding involves the time-limited window for 
democratic intervention. The simulation demonstrates that policies maintaining coalition 
size above 50 percent are feasible only when coalitions remain large enough to overcome 
elite opposition—specifically, requiring coalition size above 55 percent to pass 
redistributive taxation and institutional reforms. This creates a brutal timing constraint: 
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interventions must occur in 2025-2029 (before coalition falls to 55 percent), yet political 
will to implement costly preventive policies typically mobilizes only after problems 
become crises, by which point (2030+) reform is foreclosed. 

This temporal mismatch between optimal intervention (early, preventive) and political 
feasibility (late, reactive) creates systematic underinvestment in institutional adaptation. 
Historical examples abound: environmental regulation came decades after pollution 
damage became obvious; financial regulation consistently follows rather than precedes 
crises; pandemic preparedness remained chronically underfunded until COVID-19 struck. 
The automation challenge likely follows similar patterns: comprehensive policy response 
may prove politically infeasible until unemployment and inequality reach crisis levels, at 
which point narrow coalitions and fiscal constraints make intervention impossible. 

Breaking this pattern requires making distant automation scenarios politically salient 
today—transforming “jobs not yet lost” into “stability already at risk” as framing. Alaska’s 
Permanent Fund provides an instructive model: established in 1976 before oil revenues 
became enormous, it locked in redistribution when elite interests were still forming rather 
than waiting until wealth concentration made reform impossible. Similarly, automation 
policy may require action now, before displacement crystallizes opposition and while 
coalitions remain broad enough to implement change. 

The specific policy recommendations flowing from this analysis combine multiple 
interventions addressing different causal mechanisms: automation-indexed UBI maintains 
labor income as market wages fall; progressive capital taxation compresses post-tax 
inequality and generates revenue; sectoral bargaining preserves wages for employed 
workers; skills investment improves employment prospects. The fiscal cost of this 
package—roughly 6.5 percent of GDP—is substantial but manageable given productivity 
gains from automation (estimated 25 percent GDP increase). However, the political 
feasibility window extends only through 2029, after which oligarchic consolidation creates 
elite veto power blocking reform. 

International coordination may prove essential given capital mobility and automation 
arbitrage concerns. Single-country intervention faces two challenges: capital flight to low-
tax jurisdictions undermines revenue base; automation concentration in unregulated 
economies creates competitive pressure to reduce protections. These problems could be 
addressed through OECD-level coordination establishing minimum automation taxation, 
capital tax floors, and labor standards. Unlike climate agreements requiring global 
participation including developing countries, automation policy coordination might prove 
more tractable since advanced economies account for the vast majority of automation 
capital and stand to benefit from institutional preservation. However, achieving even 
regional coordination requires recognizing the collective action problem and acting before 
national-level political fragmentation makes cooperation impossible. 
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9.5 Limitations and Directions for Future Research 

The model’s limitations suggest several directions for extending this research. The closed 
economy assumption ignores international trade and capital flows that increasingly shape 
domestic labor markets and political coalitions. Future work should develop multi-country 
models examining how automation affects trade patterns, whether automation 
advantages concentrate in countries or diffuse globally, how capital mobility responds to 
differential automation taxation, and whether automation generates beggar-thy-neighbor 
dynamics where countries compete to attract automation capital through low taxation and 
weak labor protections. Such analysis would inform whether internationally coordinated 
policy responses are necessary or whether single-country action suffices. 

The exogenous automation assumption treats technology adoption as parametric rather 
than modeling firms’ endogenous decisions about automation investment based on 
relative factor prices, expected returns, financing constraints, and regulatory environment. 
Endogenizing automation choice would enable analysis of policies affecting adoption 
rates—automation taxes that raise costs and slow deployment, labor subsidies that 
reduce automation’s relative attractiveness, directed innovation policies supporting labor-
complementary technologies, regulatory standards limiting automation in certain sectors. 
Preliminary analysis suggests that tax-induced slowdown from 60 percent to 40 percent 
automation substantially improves outcomes (coalition 45 percent versus 32 percent), but 
firms’ behavioral responses to such taxes require explicit modeling. 

The static institutions assumption maintains fixed political rules despite regime changes. 
In reality, political transitions involve institutional transformations: voting laws change, 
constitutional structures adapt, informal norms evolve. Modeling endogenous institutional 
change through evolutionary game theory or constitutional political economy frameworks 
could illuminate whether automation-driven regime transitions prove stable or trigger 
further evolution. For instance, do autocratic configurations emerging from automation 
collapse prove durable or unstable? Do they generate pressures toward either restoration 
of democracy or further authoritarian consolidation? Historical examples like Weimar 
Germany and contemporary cases like Hungary and Turkey suggest diverse trajectories. 

The absence of climate change interaction represents an important omission given that 
automation and climate transitions are concurrent. Agricultural displacement from 
climate change combined with manufacturing automation could create compounding 
crises overwhelming adaptive capacity. Alternatively, green transition might mitigate 
automation impacts if renewable energy sectors generate labor-intensive employment. An 
integrated climate-automation-political economy model could assess whether these twin 
challenges amplify or partially offset, and whether policy responses should be coordinated 
or can be addressed independently. 

Empirical validation remains limited by data constraints. The model is calibrated to 
historical data (1970-2020 for the United States) and validated against cross-country 
patterns, but direct tests of the coalition size function require better measures of political 
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coalitions than currently available proxies (voter turnout, polarization indices, 
responsiveness measures). Panel data collection across countries explicitly measuring 
coalition size through surveys asking whether respondents feel represented in political 
processes could enable direct estimation of the labor share-political power relationship. 
Such data would test whether exponents 2.5 and 2.0 are empirically justified or require 
revision, potentially substantially affecting predictions. 

Finally, the model focuses on advanced industrialized democracies and may not apply to 
developing countries, authoritarian regimes, or resource-based economies where political 
coalitions depend less on labor market outcomes. Extending analysis to examine how 
automation affects already-oligarchic or autocratic systems could reveal whether these 
regimes are more resilient (coalitions already narrow, little further to fall) or more 
vulnerable (lacking institutional shock absorbers that democracies provide). China’s 
aggressive automation adoption without democratic political change suggests 
mechanisms may differ substantially in authoritarian contexts, requiring separate 
modeling efforts. 

10. Conclusion 

This paper provides comprehensive empirical evidence for the TFP-Stability Paradox: the 
phenomenon whereby rapid automation-driven productivity growth undermines political 
coalitions and regime stability through three interconnected mechanisms—labor market 
decoupling, political power concentration, and fiscal stress. Using formal economic 
modeling calibrated to over 40 empirical sources, agent-based simulation with 1,000 
heterogeneous workers and 100 firms, and Monte Carlo uncertainty quantification across 
1,000 runs, I demonstrate that realistic automation scenarios (15 percent to 60 percent 
over 10 years) would generate dramatic political consequences for the United States. The 
U.S. baseline projection shows political coalition collapse from 85 percent to 32 percent, 
transitioning from democracy toward oligarchy or autocracy. Cross-country analysis 
reveals that while mechanisms operate universally, institutional variations produce 
different outcomes: Nordic social democracies maintain restricted democracy (58 percent 
coalition), coordinated market economies experience oligarchic transitions (52 percent), 
while liberal market economies like the U.S. and high-inequality emerging economies face 
the most severe erosion. 

The mechanisms operate through well-established economic and political channels. 
Automation directly displaces workers, reducing effective employment from 85 percent to 
40 percent. Wages stagnate or decline despite productivity growth due to wage rigidity and 
falling worker bargaining power, driving labor share from 55 percent to 25 percent. This 
economic marginalization translates into political exclusion through a superlinear 
relationship where political power falls faster than proportionally as labor share erodes, 
calibrated to w_t = 0.28 + 0.57 × (labor_share/55)^2.5 × (employment_rate)^2.0. Rising 
inequality from Gini 0.30 to 0.60 further erodes coalitions through elite capture 
mechanisms, while fiscal stress from tax base erosion and spending pressures constrains 
government capacity to respond. 
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These dynamics exhibit critical tipping points where gradual decline accelerates into rapid 
transition. For the United States baseline, the democratic threshold at 65 percent coalition 
would be crossed in year 2028, marking the point where median voter influence fades and 
elite preferences increasingly dominate. The oligarchic transition at 50 percent would 
occur in 2031, representing consolidation of power among capital-owning minorities. The 
autocratic boundary at 35 percent would be reached by 2033, entering territory where even 
competitive oligarchy breaks down into narrow ruling clique control. The velocity analysis 
reveals acceleration during 2028-2031 where coalition decline rates double, creating 
potential for rapid regime change comparable to historical transitions through coups or 
revolutions but occurring through gradual economic mechanisms rather than dramatic 
political rupture. 

The findings prove robust across extensive sensitivity analysis. Sobol decomposition 
reveals automation rate explains 65 percent of outcome variance, with wage rigidity and 
inequality parameters providing secondary contributions. Monte Carlo simulations varying 
all parameters simultaneously produce coalition decline to oligarchic/autocratic levels 
(<40 percent) in 95 percent of runs, with 80 percent confidence intervals spanning 28-38 
percent coalition in 2034. Alternative functional forms, behavioral assumptions, and 
institutional configurations all preserve the qualitative finding of substantial regime 
transition, though magnitudes and timing vary. 

Cross-country validation demonstrates mechanisms operate across diverse institutional 
contexts while outcomes depend critically on initial conditions and policy responses. 
Nordic social democracies with strong labor institutions and redistributive taxation 
maintain restricted democracy (coalition 58 percent) rather than collapsing to autocracy, 
though still experiencing substantial erosion from current levels. Liberal market 
economies like the United States lack institutional buffers and experience rapid collapse 
to autocratic configurations. Emerging economies with pre-existing high inequality face 
accelerated deterioration as automation reinforces rather than initiates political exclusion. 

Policy simulations demonstrate that comprehensive intervention packages combining 
automation-indexed universal basic income, progressive capital taxation, sectoral 
bargaining, and skills investment can preserve restricted democracy with coalition size 
maintained at 62 percent and stability at 65 points. However, political feasibility analysis 
reveals a cruel temporal constraint: these policies work only if implemented early (2025-
2029), yet political will typically mobilizes only after problems become crises, by which 
point (2030+) narrow coalitions create elite veto power blocking reform. This mismatch 
between optimal intervention timing and political feasibility windows creates systematic 
underinvestment in institutional adaptation, suggesting that automation’s political 
consequences may prove difficult to avoid even when clearly foreseen. 

Historical comparison reveals dramatic acceleration: the 30 percentage point labor share 
decline that required six decades during Britain’s Industrial Revolution (Engels’ Pause 
1780-1840) occurs over just ten years under AI-driven automation—a six-fold compression 
of adjustment time. Institutional adaptation that historically took multiple generations 
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must now occur within a single decade, likely exceeding adaptive capacity. The Great 
Decoupling of 1979-2019, which generated meaningful but limited political stress over four 
decades, accelerates by factor four under rapid automation, potentially producing regime 
transitions rather than gradual erosion. 

These findings fundamentally challenge technological optimism that assumes productivity 
growth automatically generates broadly shared prosperity. The research demonstrates 
that without deliberate institutional adaptation, exponential economic growth can trigger 
political transitions comparable to those following the Great Depression or industrial 
revolutions of the nineteenth century. Unlike those historical precedents, AI-driven 
automation compresses transformation from sixty years to ten, potentially outrunning 
institutional adaptive capacity and creating lock-in effects where early coalition narrowing 
prevents later corrective action. 

The central policy implication is that stability is not automatic—it requires institutional 
design deliberately aligned with economic structure. As Polanyi (1944) argued during the 
first industrial transformation, market economies are fundamentally embedded in social 
institutions that must evolve alongside economic change. When technology outpaces 
institutional adaptation, the result is not prosperity but crisis. The TFP-Stability Paradox 
suggests that AI-driven productivity growth, if unaccompanied by major institutional 
reforms, may test this lesson at extraordinary speed. The window for preventive 
democratic intervention appears limited to roughly 2025-2029, after which oligarchic 
consolidation may foreclose reform possibilities. Whether societies can overcome the 
temporal mismatch between optimal early intervention and typical late political 
mobilization will determine whether the twenty-first century realizes automation’s 
economic promise or succumbs to its political perils. 
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Appendix A: Complete Model Equations 

Production and Growth 
• Y_t = A_t K_t^α (L_eff,t)^(1-α) 
• L_eff,t = (1 - automation_t) × L_t 
• A_t = A_(t-1) × (1 + g_A) 
• K_t = K_(t-1) × (1 + δ_K + γ_K × automation_t) 
• automation_t = 0.15 + (0.60 - 0.15) × (t-1)/(T-1) 

Labor Market 
• w_t = w_(t-1) × [1 + (1 - θ) × g_prod,t × employment_rate_t] 
• g_prod,t = (Y_t/L_t) / (Y_(t-1)/L_(t-1)) - 1 
• employment_rate_t = L_eff,t / L_t 
• labor_share_t = (w_t × L_eff,t) / Y_t × 100, bounded [10, 65] 

Inequality 
• Gini_t = Gini_0 + δ_auto × automation_t + δ_decouple × [(60 - labor_share_t)/60] 
• Gini_0 = 0.30, δ_auto = 0.25, δ_decouple = 0.35 

Political Economy 
• w_t = w_min + (w_max - w_min) × labor_power_t - inequality_penalty_t 
• labor_power_t = (labor_share_t/55)^(γ_L) × (employment_rate_t)^(γ_E) 
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• inequality_penalty_t = [(Gini_t - 0.28)/0.40]^(γ_I) × δ_I 
• w_min = 0.28, w_max = 0.85, γ_L = 2.5, γ_E = 2.0, γ_I = 1.5, δ_I = 0.35 

Stability 
• Stability_t = β_0 - β_Gini × inequality_stress_t - β_coal × coalition_stress_t - β_auto × 

automation_t 
• inequality_stress_t = [(Gini_t - 0.30)/0.40] 
• coalition_stress_t = [(0.65 - w_t)/0.50] 
• β_0 = 85, β_Gini = 200, β_coal = 80, β_auto = 25 

Fiscal 
• Fiscal_balance_t = Tax_revenue_t - Social_spending_t 
• Tax_revenue_t = [τ_L × labor_share_t + τ_K × (100 - labor_share_t)] × Y_t / 100 
• Social_spending_t = [σ_0 + σ_unemp × unemployment_t + σ_Gini × (Gini_t - 0.30)] × 

Y_t 
• τ_L = 0.25, τ_K = 0.15, σ_0 = 0.10, σ_unemp = 0.50, σ_Gini = 15 

 

Appendix B: Agent-Based Model Specifications 

Worker Agents (N=1,000) 

State variables: - skill_i ~ N(0.5, 0.2), truncated [0.1, 0.9] - employed_i ∈ {0, 1} - wage_i - 
wealth_i - coalition_member_i 

Behavioral rules: - Skill evolution: skill_(i,t+1) = skill_(i,t) + 0.02 × (1 - skill_(i,t)) × 
training_(i,t) - Wage: wage_(i,t) = base_wage_t × [1 + (skill_(i,t) - 0.5)] × [1 + 0.1 × 
seniority_(i,t)] - Coalition membership: coalition_member_i = 1 if employed_i = 1 AND 
wage_i > median_wage 

Firm Agents (M=100) 

State variables: - tech_level_j ~ N(1.0, 0.2) - automation_j ∈ [0.1, 0.95] - capital_j - profit_j 

Behavioral rules: - Adoption: p_adopt = 0.15 × (1 + tech_level_j × 0.1) - If U(0,1) < p_adopt: 
automation_(j,t+1) = min(0.95, automation_(j,t) + 0.03) - Displacement: n_displaced ~ 
Binomial(n_employed_j, 0.10 × automation_j) - Production: Y_j = tech_level_j × K_j^0.33 × 
L_j^0.67 
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Appendix C: Calibration Table Details 
Complete Parameter Calibration Table 

Table A1: Complete Model Calibration - All 42 Parameters 

Production Function Parameters (7 parameters) 

Parameter Symbol Value Source/Justification Historical 
Validation 

Sensitivity 
Range 

Sobol 
Index 

Capital share α 0.33 Piketty (2014); 
Karabarbounis & Neiman 
(2014): U.S. capital share 
33-35% average 1970-2020 

Predicts labor 
share 60.1% vs 
actual 59.3% 
(2020) 

[0.28, 0.38] 
±15% 

S=0.03, 
T=0.05 

TFP growth 
rate 

g_A 2.5% Fernald (2014); Syverson 
(2011): Long-run U.S. 
productivity growth 2-3% 
annually 

Output growth 
2.4% vs actual 
2.3% (1990-
2020) 

[2.0%, 
3.0%] 
±20% 

S=0.08, 
T=0.14 

Initial 
automation 

auto_0 15% Frey & Osborne (2017); 
Acemoglu & Restrepo 
(2020): Current routine task 
automation ~12-18% 

Matches 
occupational 
task content data 
(Autor & Dorn 
2013) 

[12%, 18%] 
±20% 

(fixed) 

Target 
automation 

auto_T 60% McKinsey (2021); Boston 
Consulting Group: Industry 
forecasts 50-70% by 2035 

Industry 
adoption 
trajectories; 
aggressive but 
plausible 

[40%, 80%] 
±33% 

S=0.42, 
T=0.65 

Baseline 
capital growth 

δ_K 3.5% BEA capital stock data: 
Average capital growth 3-
4% annually 1990-2020 

Capital stock 
growth 3.6% vs 
actual 3.4% 
(2000-2020) 

[2.5%, 
4.5%] 
±28% 

S=0.02, 
T=0.04 

Automation-
induced 
investment 

γ_K 8% Equipment investment 
correlation with automation 
(0.6-1.2pp per 10pp 
automation) 

Investment surge 
during IT 
revolution (1995-
2005) matched 

[5%, 12%] 
±35% 

S=0.04, 
T=0.07 

Elasticity of 
substitution 

σ 1.0 Cobb-Douglas assumption; 
Chirinko (2008): estimates 
0.4-1.0, use 1.0 baseline 

Reproduces 
observed factor 
shares; robust to 
0.6-1.2 range 

[0.6, 1.2] 
±30% 

S=0.03, 
T=0.06 
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Labor Market Parameters (8 parameters) 

Parameter Symbol Value Source/Justification Historical 
Validation 

Sensitivity 
Range 

Sobol 
Index 

Wage rigidity θ 0.50 Blanchard & Galí 
(2007): New 
Keynesian estimates 
0.45-0.65; Bewley 
(1999) 

Wage-
productivity gap 
44pp vs actual 
46pp (1979-
2019) 

[0.35, 
0.65] 
±30% 

S=0.18, 
T=0.24 

Initial wage 
level 

w_0 $50,000 Median U.S. wage 
2025 in constant 
dollars; BLS wage 
data 

Matches 
Current 
Population 
Survey median 
earnings 

[±10%] (initial 
condition) 

Minimum labor 
share 

LS_min 10% Historical floor: Soviet 
Union ~12%, extreme 
inequality cases 8-
15% 

Never violated 
in modern 
economies 

[8%, 15%] (boundary) 

Maximum labor 
share 

LS_max 65% Historical ceiling: 
Post-WWII peak 
~67%, Nordic 
countries ~68% 

Sweden 67%, 
Norway 65% 
validate upper 
bound 

[60%, 
70%] 

(boundary) 

Employment 
adjustment 
speed 

λ_E 0.30 Firm-level 
employment 
adjustment literature: 
25-35% annual 
adjustment 

Quarterly job 
flow data (Davis 
& Haltiwanger 
1992) 

[0.20, 
0.40] 
±33% 

S=0.02, 
T=0.04 

Frictional 
unemployment 

u_fric 4% Natural rate estimates 
3-5%; CBO estimates 
~4.5% structural 

U-3 
unemployment 
floor ~3.5% 
even in booms 

[3%, 5%] 
±25% 

(exogenous) 

Job separation 
rate 

δ_job 3% JOLTS data: Monthly 
separations ~3.5%, 
annual ~3% 
accounting for rehires 

Matches job 
tenure 
distributions 
(Farber 2010) 

[2%, 4%] 
±33% 

S=0.01, 
T=0.02 

Skill 
depreciation 

δ_skill 2% Human capital 
depreciation 
literature: 1-3% 
annually (Heckman et 
al. 2006) 

Wage-age 
profiles show 2-
3% skill erosion 
during 
unemployment 

[1%, 3%] 
±50% 

S=0.01, 
T=0.02 
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Inequality Parameters (5 parameters) 

Parameter Symbol Value Source/Justification Historical 
Validation 

Sensitivity 
Range 

Sobol 
Index 

Baseline 
Gini 

Gini_0 0.30 Nordic social 
democracies 
~0.27; U.S. 1970s 
~0.35; use 
moderate 0.30 

Matches 
starting 
conditions 
for 
simulation 

[0.25, 
0.35] 
±17% 

(initial 
condition) 

Direct 
automation 
effect 

δ_auto 0.25 Alvaredo et 
al. (2017): 
Technology 
explains 25-35% 
of inequality 
growth 

Gini rise 
0.07 from 
tech 
(1980-
2020) vs 
model 
0.08 

[0.15, 
0.35] 
±40% 

S=0.09, 
T=0.16 

Decoupling 
effect 

δ_decouple 0.35 Bivens & Mishel 
(2019): 
Productivity-wage 
gap correlates 
0.3-0.4 with Gini 

44pp gap 
generates 
Gini +0.13 
vs model 
+0.15 

[0.25, 
0.45] 
±28% 

S=0.11, 
T=0.19 

Skill 
premium 
multiplier 

ψ_skill 1.8 College wage 
premium ~1.7-1.9 
(Autor et al. 2008); 
amplified by 
automation 

Premium 
growth 
1980-2020 
matched 

[1.5, 2.1] 
±20% 

S=0.06, 
T=0.09 

Top 1% 
share 
exponent 

γ_top 2.2 Pareto distribution 
tail exponent; 
Piketty (2014) 
wealth 
concentration 
dynamics 

Top 1% 
income 
share 
dynamics 
1970-2020 
matched 

[1.8, 2.6] 
±18% 

S=0.04, 
T=0.08 
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Political Economy Parameters (9 parameters) 

Parameter Symbol Value Source/Justification Historical 
Validation 

Sensitivity 
Range 

Sobol Index 

Minimum 
coalition 

w_min 0.28 Bueno de Mesquita et 
al. (2003): Autocracies 
20-35%; use 28% 
(Saudi ~25%, Russia 
~30%) 

Cross-country 
Polity IV scores 
match regime 
types 

[0.20, 
0.35] 
±25% 

(boundary) 

Maximum 
coalition 

w_max 0.85 Robust democracies 
~80-90% 
(Scandinavia); 85% 
accounts for non-
participants 

Voter turnout + 
engagement 
measures ~82-
87% in Nordic 
countries 

[0.80, 
0.90] ±6% 

(boundary) 

Labor share 
exponent 

γ_L 2.5 Calibrated via 
moment matching: 
Best fits Gilens & Page 
(2014) responsiveness 
correlation ρ=0.85 

Labor share-
coalition proxy 
correlation 
ρ=0.82 vs 
empirical 0.85 

[2.0, 3.0] 
±20% 

S=0.07, T=0.12 

Employment 
exponent 

γ_E 2.0 Rueda (2007); Verba et 
al. (1995): Political 
participation quadratic 
in employment 

Unemployment-
turnout 
relationship: 
elasticity -1.8 vs 
model -2.0 

[1.5, 2.5] 
±25% 

S=0.05, T=0.09 

Inequality 
penalty coef 

δ_I 0.35 Calibrated: Matches 
elite capture in high-
inequality cases 
(Winters 2011) 

Brazil (Gini 0.53) 
coalition ~52% vs 
model 51% 

[0.25, 
0.45] 
±28% 

S=0.15, T=0.31 

Inequality 
penalty exp 

γ_I 1.5 Accelerating penalties 
at extreme inequality; 
calibrated to regime 
transitions 

Gilded Age (Gini 
0.48) coalition 
~55% matched 

[1.2, 1.8] 
±20% 

S=0.06, T=0.11 

Reference 
labor share 

LS_ref 55% Post-WWII average 
~57%; current U.S. 
~60%; use 55% as 
“normal” benchmark 

Coalition 
calculation 
normalized to 
historical norms 

[50%, 
60%] ±9% 

(normalization) 

Reference 
Gini 

Gini_ref 0.28 Low inequality 
baseline before 
penalty kicks in 
(Nordic 0.25-0.30) 

Penalty structure 
calibrated to this 
threshold 

[0.25, 
0.32] 
±12% 

(normalization) 

Coalition 
adjustment 
speed 

λ_w 0.40 Political coalitions 
adjust faster than 
wages but slower than 
employment 

Voter engagement 
shifts: half-life 
~2.5 years 

[0.30, 
0.50] 
±25% 

S=0.02, T=0.03 
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Political Stability Parameters (5 parameters) 

Parameter Symbol Value Source/Justification Historical 
Validation 

Sensitivity 
Range 

Sobol 
Index 

Baseline 
stability 

β_0 85 Strong democracy 
baseline; Marshall & 
Gurr (2020) Polity IV: +8 
to +10 → 80-90 

Nordic countries 
Polity +10 (score 
~85-90) 

[80, 90] 
±6% 

(baseline) 

Inequality 
stress coef 

β_Gini 200 Alesina & Perotti (1996): 
High inequality predicts 
instability; scaled to 0-
100 

Cross-country: 
Gini 0.60 → Polity -
2 to -4 (model 
predicts -3) 

[150, 250] 
±25% 

S=0.04, 
T=0.08 

Coalition 
stress coef 

β_coal 80 Gurr (1970): Exclusion 
generates instability; 
calibrated to regime 
transitions 

Autocracies 
(w=0.30) stability 
~30-40 vs model 
35 

[60, 100] 
±25% 

S=0.06, 
T=0.10 

Automation 
disruption 

β_auto 25 Scheffer et al. (2009): 
Rapid change reduces 
resilience; disruption 
~20-30 points 

Matched to rapid 
tech transitions 
(electrification, IT 
revolution) 

[15, 35] 
±40% 

S=0.03, 
T=0.06 

Stability 
floor 

Stab_min 0 Failed states (Somalia, 
Syria): Polity -10 → 0 
stability 

Hard floor; never 
negative 

[0, 5] (boundary) 
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Fiscal Parameters (8 parameters) 

Parameter Symbol Value Source/Justification Historical 
Validation 

Sensitivity 
Range 

Sobol 
Index 

Labor tax rate τ_L 25% Effective rate: Federal 
income (~15%) + payroll 
(~10%) + state/local 
(~5%) 

OECD tax 
revenue data: 
U.S. labor 
taxation ~24-
26% 

[20%, 
30%] 
±20% 

S=0.03, 
T=0.06 

Capital tax rate τ_K 15% Preferential treatment: 
Dividends/gains ~15-
20%; corporate ~21% 
effective ~12%; avg 
~15% 

Tax Policy 
Center 
estimates ~15-
18% effective 
capital tax 

[10%, 
20%] 
±33% 

S=0.02, 
T=0.05 

Baseline 
spending 

σ_0 10% Social Security (5%) + 
Medicare (3%) + 
Medicaid (2%) + other 
mandatory (~2-3%) 

CBO: 
Mandatory 
spending ~10-
11% GDP 
currently 

[8%, 12%] 
±20% 

(baseline) 

Unemployment 
response 

σ_unemp 0.50 Unemployment 
insurance + transfers 
scale with 
unemployment; ~0.4-
0.6pp per 1pp unemp 

Great 
Recession: 
10% unemp → 
+5% GDP 
spending 
matched 

[0.35, 
0.65] 
±30% 

S=0.04, 
T=0.07 

Inequality 
response 

σ_Gini 15 Political pressure for 
redistribution at high 
inequality; 10-20pp per 
0.1 Gini 

Cross-country: 
High Gini 
correlates with 
transfer 
spending 

[10, 20] 
±33% 

S=0.03, 
T=0.06 

Initial debt/GDP D_0 120% Current U.S. federal debt 
~120% GDP (2025 
projection) 

CBO debt 
projections 

[100%, 
140%] 
±17% 

(initial 
condition) 

Interest rate r 4% Long-term Treasury rate 
~3-5%; use 4% moderate 
assumption 

Historical 
average real 
rate ~2-3% + 
inflation 2% 

[3%, 5%] 
±25% 

S=0.02, 
T=0.04 

Debt 
sustainability 
limit 

D_max 300% Sovereign debt crisis 
threshold; Greece 
~180%, Japan ~260% 
(anomaly); 300% critical 

Debt crisis 
empirics 
(Reinhart & 
Rogoff 2010) 

[250%, 
350%] 
±17% 

(crisis 
threshold) 
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Parameter Summary Statistics 

Total Parameters: 42 

Empirically Estimated (Direct Literature): 24 (57%) - Production function: 7/7 - Labor 
market: 6/8 
- Inequality: 3/5 - Fiscal: 6/8 - Stability: 2/5 

Calibrated via Moment Matching: 11 (26%) - Political economy: 5/9 (γ_L, γ_E, δ_I, γ_I, 
λ_w) - Inequality: 2/5 (δ_auto, δ_decouple - refined via matching) - Labor market: 2/8 (θ, λ_E 
- refined) - Stability: 2/5 (β_Gini, β_coal) 

Normalization/Boundary Conditions: 7 (17%) - Initial conditions: D_0, w_0, Gini_0, 
auto_0 - Bounds: LS_min, LS_max, w_min, w_max, Stab_min, D_max - Reference values: 
LS_ref, Gini_ref 

Validation Summary 

Historical Fit (U.S. 1970-2020) 

• Labor Share: ρ = 0.94, MAPE = 2.3% 

• Gini Coefficient: ρ = 0.91, MAPE = 4.1% 
 

• Coalition Proxy: ρ = 0.88, MAPE = 5.7% 

• Stability Index: ρ = 0.85, MAPE = 6.2% 

Out-of-Sample Test (2010-2020) 

• Labor Share 2020: Predicted 60.1% vs Actual 59.3% (error 1.4%) 

• Gini 2020: Predicted 0.41 vs Actual 0.43 (error 4.9%) 

• Coalition 2020: Predicted 67% vs Proxy 68% (error 1.5%) 
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Cross-Country Validation 

Country Labor Share Gini Coalition Match Quality 

Sweden Pred 66% vs Act 67% Pred 0.26 vs Act 0.27 Pred 78% Excellent (errors <2%) 

Germany Pred 58% vs Act 59% Pred 0.31 vs Act 0.32 Pred 72% Excellent (errors <2%) 

US Pred 60% vs Act 59% Pred 0.41 vs Act 0.43 Pred 68% Good (errors <5%) 

Brazil Pred 51% vs Act 52% Pred 0.51 vs Act 0.53 Pred 52% Good (errors <4%) 

Russia Pred 47% vs Act 48% Pred 0.48 vs Act 0.49 Pred 42% Good (errors <3%) 

 

Sensitivity Analysis Results 

First-Order Sobol Indices (S_i) 

Top 5 Most Influential Parameters: 1. Target automation (auto_T): S = 0.42 → 42% of 
coalition variance 2. Wage rigidity (θ): S = 0.18 → 18% of variance 3. Inequality penalty (δ_I): 
S = 0.15 → 15% of variance 
4. Decoupling effect (δ_decouple): S = 0.11 → 11% of variance 5. Direct automation effect 
(δ_auto): S = 0.09 → 9% of variance 

Low Influence (<5%): Initial conditions, boundary parameters, normalization constants 

Total-Effect Sobol Indices (T_i) - Including Interactions 

Top 5 Including Interactions: 1. Target automation (auto_T): T = 0.65 → 65% total variance 
(including interactions) 2. Wage rigidity (θ): T = 0.24 → 24% total 3. Inequality penalty (δ_I): T 
= 0.31 → 31% total (strong interactions) 4. Decoupling effect (δ_decouple): T = 0.19 → 19% 
total 5. Direct automation (δ_auto): T = 0.16 → 16% total 

Key Interactions 

• Automation × Wage Rigidity: Rigid wages amplify displacement impact (interaction 
= 0.12) 

• Automation × Inequality Penalty: Compound exclusion through economic + 
political channels (interaction = 0.16) 

• Labor Share Exponent × Employment Exponent: Nonlinear coalitions show 
synergies (interaction = 0.08) 
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Robustness to Alternative Specifications 

Alternative Functional Forms 

Specification 2034 Coalition Regime Type Relative to Baseline 

Baseline (power law) 32% Autocratic Reference 

Linear coalition function 38% Oligarchic +6pp, still concerning 

Logarithmic coalition 35% Autocratic +3pp, similar 

Extreme nonlinear (exp 3.0) 26% Deep autocratic -6pp, worse 

 

Parameter Uncertainty Scenarios 

Scenario Description 2034 Coalition 80% CI 

Baseline Central estimates 32% [28%, 38%] 

Optimistic bounds All parameters favorable 41% [36%, 46%] 

Pessimistic bounds All parameters unfavorable 25% [22%, 29%] 

±20% uncertainty Typical uncertainty 32% [28%, 37%] 

±40% wide uncertainty Aggressive uncertainty 33% [25%, 42%] 

 

Key Finding: Even with very wide ±40% parameter uncertainty, 88% of Monte Carlo runs 
produce coalition <40% (oligarchic/autocratic), demonstrating robustness. 

Data Sources Summary 

Primary Sources 

• Production/Labor: BEA NIPA Tables, BLS wage data, Current Population Survey 

• Inequality: World Inequality Database, Census Bureau Gini, Piketty-Saez top 
income shares 

• Political: Polity IV Project, Voter turnout (U.S. Elections Project), GSS civic 
engagement 

• Fiscal: CBO Budget projections, OECD tax statistics, Treasury debt data 

• Cross-country: OECD StatExtracts, World Bank WDI, IMF Fiscal Monitor 
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Academic Literature (50+ citations) 

• Automation: Acemoglu & Restrepo (2019, 2020, 2022), Frey & Osborne (2017), 
Autor & Dorn (2013) 

• Inequality: Piketty (2014, 2020), Alvaredo et al. (2017), Bivens & Mishel (2019) 

• Political Economy: Bueno de Mesquita et al. (2003), Gilens & Page (2014), Winters 
(2011) 

• Labor Markets: Blanchard & Galí (2007), Bewley (1999), Karabarbounis & Neiman 
(2014) 

• Stability: Alesina & Perotti (1996), Gurr (1970), Marshall & Gurr (2020) 

Notes: - All monetary values in constant 2025 dollars - Sensitivity ranges represent ±% 
variation from baseline for uncertainty analysis - Sobol indices from 1,000-run Monte Carlo 
with Latin Hypercube Sampling - Historical validation uses U.S. data 1970-2020; out-of-
sample 2010-2020 - Cross-country validation uses latest available data (typically 2018-
2020) - MAPE = Mean Absolute Percentage Error; ρ = Pearson correlation coefficient 

Appendix D: Application and Computational Implementation 

R Shiny Application: - Total lines of code: 6,100 - Modules: Formal model (1,200 lines), 
ABM (1,400), Monte Carlo (800), Visualization (800), UI (900) - Runtime: Formal <1s, ABM 
20-30s, Monte Carlo 3-5min (parallelized) - System requirements: R ≥ 4.0, 8GB RAM (16GB 
recommended) 

Replication package available at: [GitHub repository URL] 

Key R packages: - shiny, plotly, dplyr, tidyr - parallel, foreach, doParallel (Monte Carlo) - 
sensitivity (Sobol analysis) - openxlsx (Excel output) 

System Requirements 
R 4.0+, 8GB RAM minimum, modern web browser (Chrome 90+, Firefox 88+, Safari 14+) 

Installation 

Step 1: Download platform files to local directory 
Step 2: Open R/RStudio, set working directory 
Step 3: Run: source('install_dependencies.R') 
Step 4: Launch: shiny::runApp('app.R') 
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 Interface Overview 

 
 

Main dashboard showing sidebar navigation (left), header controls (top), and content area 
(center) 

The interface has three main areas: Sidebar (navigation menu with 6 modules), Header 
(global controls), Main Content (analysis displays) 
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 Index & GIS Mapping 
Module Overview 

Explore TFP-Stability indices across 95 countries (1970-2020). Features: geographic 
mapping, correlation analysis, historical trends, alternative weighting schemes. 

Filter Controls 

 

Filter panel with year slider, country type dropdown, region selector, score thresholds, 
smart filters checkboxes 

• Year Slider: Select 1970-2020 
• Country Type: Advanced/Emerging/All 
• Smart Filters: High TFP Growth, Labor Decoupling, High Inequality, Fiscal Stress, 

Instability, High Automation 
 

Geographic Map 

 

Interactive Leaflet map with color-coded countries, sized markers, hover tooltips showing 
detailed statistics 

Map Features: Color gradient (dark blue=low to light blue=high), marker sizing (8-25px 
radius), hover tooltips (country details), zoom/pan controls, click to highlight in table 
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Data Table 

 

Sortable/filterable DataTable with 14 columns, conditional formatting, 25 rows per page 

 

Correlation Analysis 

 



107 
 

8×8 correlation heatmap with red (negative) to blue (positive) gradient 

 

Index Weights 

 

Horizontal bar chart showing current weighting scheme percentages for 8 components 

Ensemble & ML Forecasting  
 Configuration 

 

Configuration panel: country selector, variable dropdown, training year slider, horizon 
slider, model checkboxes, Run Forecast button 

Step 5: Select country from dropdown (95 countries) 
Step 6: Choose variable: GDP Growth, TFP Growth, Labor Share, Unemployment, TFP-

Stability Index 
Step 7: Set training end year (2010-2023) and forecast horizon (1-10 years) 
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Step 8: Select models: ARIMA, SARIMA, ETS, Holt-Winters, TBATS, Random Forest, 
Neural Network, Ensemble 

Step 9: Click Run Forecast 
 

Scenario Adjustments 

 

Three sliders: Automation Growth Rate (-50% to +100%), AI Adoption Acceleration, Policy 
Support Index (-2 to +2) 

Forecast Results 

 

Time series chart: historical data (black line), multiple model forecasts (colored lines), 
confidence intervals (shaded bands), interactive legend 
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Model Rankings 

 

 

Performance metrics table showing MAPE, RMSE, MAE, AIC, BIC for all models sorted by 
accuracy 
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Formal TFP Model Simulator with Monte Carlo Features 
 

Scenario Selection 

 

Seven scenario preset buttons: Baseline, Rapid Automation, Inclusive Growth, Crisis, 
Stagnation, Tech Optimism, UBI Response 

 

Monte Carlo Configuration 

 

Monte Carlo panel: Enable checkbox, runs slider (100-5000), sampling method dropdown 
(Random/LHS), confidence level slider, sensitivity analysis checkbox 
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Parameter Controls 

 

Three-column parameter sliders: (1) Production (Capital Share, TFP Growth, Automation), 
(2) Labor Market (Wage Rigidity, Mobility, Skill Premium), (3) Political Economy (Coalition, 
Inequality Threshold, Fiscal Capacity) 

Economic Dynamics 

 

Time series chart showing Output, Labor Share, Wages, Employment Rate from 2020-2040 
with dual y-axes 
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Political Dynamics 

 

Time series showing Coalition Size, Stability, Inequality with threshold lines at 0.65 
(democracy) and 0.45 (autocracy) 

Phase Space Diagram 

 

Coalition-Stability phase diagram with trajectory arrows, regime boundaries (shaded 
regions), start/end markers 
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Sensitivity Analysis 

 

Parameter Sensitivity Estimates which Sensitivty of Variable applying Sobol Sensitivity 

Tipping Point Analysis 

 

Three panels: Critical Thresholds table, Time to Instability countdown, Risk Assessment 
traffic light; timeline chart below showing threshold crossing dates 
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Agent-Based Model Simulator with Monte Carlo Features 
ABM Configuration 

 

ABM scenario buttons (7 options), agent population settings (1000 workers, 100 firms), 
simulation periods, technology parameters. 

Agent -- Emergent Macro Dynamics 

 

Aggregate time series from ABM: unemployment rate, average wage, firm automation rate, 
with formal model predictions overlaid for comparison 
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Data Generator and Methods 
6.1 Generation Control and Diagnostics 

 

Set Countries, Number of Year, Volatility Factor, TFP Growth Target Labor Share, and Target 
Gini with Download and Upload Data 

6.2 Statistical Properties and Parameter Correlations 

 

Variables Distrutions Across Countries and Correlation Matrix of Variables; Parameter 
Correlations 
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6.3 Methodology Documentation 

 

 

 

 

 

 

 

 

 


